


Calculus is a part of mathematics that evolved much later than other subjects. 
Algebra, geometry, and trigonometry were developed in ancient times, but calculus 

as we know it did not appear until the seventeenth century.

The first evidence of calculus has its roots in ancient mathematics. For example, in 
his book, A History of π, Petr Beckmann explains that Greek mathematician Archimedes 
(287–212 bce) “took the step from the concept of ‘equal to’ to the concept of ‘arbitrarily 
close to’ or ‘as closely as desired’… and thus reached the threshold of the differential 
calculus, just as his method of squaring the parabola reached the threshold of the integral 
calculus.”* But it was not until Sir Isaac Newton and Gottfried Wilhelm Leibniz, each 
working independently, expanded, organized, and applied these early ideas, that the 
subject we now know as calculus was born.

Although we attribute the birth of calculus to Newton and Leibniz, many other 
mathematicians, particularly those in the eighteenth and nineteenth centuries, contributed 
greatly to the body and rigor of calculus. You will encounter many of their names and 
contributions as you pursue your study of calculus.

But, what is calculus? Why is it given such notoriety?

The simple answer is: calculus models change. Since the world and most things in it 
are constantly changing, mathematics that explains change becomes immensely useful. 

Calculus has two major branches, differential calculus and integral calculus. 
Let’s take a peek at what calculus is by looking at two problems that prompted the 
development of calculus.

The Tangent Problem—The Basis of Differential Calculus
Suppose we want to find the slope of the line tangent to the graph of a function at some 
point P = (x

1
, y

1
). See Figure 1(a). Since the tangent line necessarily contains the point 

P, it remains only to find the slope to identify the tangent line. Suppose we repeatedly 
zoom in on the graph of the function at the point P. See Figure 1(b). If we can zoom in 
close enough, then the graph of the function will look approximately linear, and we can 
choose a point Q, on the graph of the function different from the point P, and use the 
formula for slope.

Repeatedly zooming in on the point P is equivalent to choosing a point Q closer and 
closer to the point P. Notice that as we zoom in on P, the line connecting the points P 
and Q, called a secant line, begins to look more and more like the tangent line to the 
graph of the function at the point P. If the point Q can be made as close as we please 
to the point P, without equaling the point P, then the slope of the tangent line m

tan
 can 

be found. This formulation leads to differential calculus, the study of the derivative of 
a function.
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The derivative gives us information about how a function changes at a given instant 
and can be used to solve problems involving velocity and acceleration; marginal cost 
and profit; and the rate of change of a chemical reaction. Derivatives are the subjects of 
Chapters 2 through 4.

The Area Problem—The Basis of Integral Calculus
If we want to find the area of a rectangle or the area of a circle, formulas are available. 
(see Figure 2). But what if the figure is curvy, but not circular as in Figure 3? How do 
we find this area?

Calculus provides a way. Look at Figure 4(a). It shows the graph of y = x2

from x = 0 to x = 1. Suppose we want to find the shaded area.

By subdividing the x-axis from 0 to 1 into small segments and drawing a rectangle of 
height x2 above each segment, as in Figure 4(b), we can find the area of each rectangle 
and add them together. This sum approximates the shaded area in Figure 4(a). The 
smaller we make the segments of the x-axis and the more rectangles we draw, the better 
the approximation becomes. See Figure 4(c). This formulation leads to integral calculus, 
and the study of the integral of a function.

Two Problems—One Subject?
At first, differential calculus (the tangent problem) and integral calculus (the area 
problem) appear to be different, so why call both of them calculus? The Fundamental 
Theorem of Calculus establishes that the derivative and the integral are related. In fact, 
one of Newton’s teachers, Isaac Barrow, recognized that the tangent problem and the 
area problem are closely related, and that derivatives and integrals are inverses of each 
other. Both Newton and Leibniz formalized this relationship between derivatives and 
integrals in the Fundamental Theorem of Calculus.

* Beckmann, P. (1976).  A History of π (3rd. ed., p. 64). New York: St. Martin’s Press.
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Integrals Containing Exponential and Logarithmic Functions

Integrals Containing Hyperbolic Functions
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Preface

The challenges facing instructors of calculus are daunting. Diversity among students, 
both in their mathematical preparedness for learning calculus and in their ultimate 

educational and career goals, is vast and growing. There is just not enough classroom 
time to teach every topic in the syllabus, to answer every student’s questions, or to 
delve into the rich examples and applications that showcase the beauty and utility of 
calculus. As mathematics instructors we share these frustrations with you. As authors 
our goal is to create a student-oriented textbook that supports your teaching philosophy 
and promotes student success and confidence.

Promoting Student Success Is the Central Theme

Our goal is to write a mathematically precise calculus book that embraces proven 
pedagogical features to increase both student and instructor success. Many of these 
features are structural, but there are also many less obvious, intrinsic features embedded 
in the text. 

•	 The text is written to be read by students. The language is simple, clear, and 
consistent. Definitions are simply stated and consistently used. Theorems are given 
names where appropriate. Numbering of definitions, equations, and theorems is kept 
to a minimum. 

The careful use of color throughout the text brings attention to important statements 
such as definitions and theorems. Important formulas are boxed, and procedures and 
summaries are called out so that a student can quickly look back and review the main 
points of the section.   

•	 The text is written to prepare students. Whether students have educational 
goals that end in the social sciences, in the life and/or physical sciences, in 
engineering, or with a PhD in mathematics, the text provides ample practice, 
applications, and the mathematical precision and rigor required to prepare students to 
pursue their goals. 

•	 The text is written to be mastered by students. Carefully used pedagogical 
features are found throughout the text. These features provide structure and form a 
carefully crafted learning system that helps students get the most out of their study. 
From our experience, students who use the features are more successful in calculus. 

Pedagogical Features Promote Student Success

Just In Time Review Students forget; they often do not make connections. Instructors 
lament, “The students are not prepared!” So, throughout the text there are margin notes 
labeled Need to Review? followed by a topic and page references. The Need to Review? 
reference points to the discussion of a concept used in the current presentation.  
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each of the same length. See Figure 7. Since there are n subintervals and the length of
the interval [a, b] is b − a, the common length �x of each subinterval is

�x = b − a

n

x0 x1

�x

x2 ... ...xi � 1 xi xn � 1 xn
x

a b

Figure 7

NEED TO REVIEW? The Extreme Value
Theorem is discussed in Section 4.2,
pp. xx--xx.

Since f is continuous on the closed interval [a, b], it is continuous on every
subinterval [xi−1, xi ] of [a, b]. By the Extreme Value Theorem, there is a number in
each subinterval where f attains its absolute minimum. Label these numbers c1, c2,

c3, . . . , cn , so that f (ci ) is the absolute minimum value of f in the subinterval [xi−1, xi ].
Now construct n rectangles, each having the �x as its base and f (ci ) as its height, as

illustrated in Figure 8. This produces n narrow rectangles of uniform width �x = b − a

n
and heights f (c1), f (c2), . . . , f (cn), respectively. The areas of the n rectangles are

Area of the first rectangle = f (c1)�x

Area of the second rectangle = f (c2)�x

...

Area of the nth (and last) rectangle = f (cn)�x

xi

y

y � f (x)

x

Error

Area
we seek

a � x0 x1 x2 ... ...ci xn � 1 xn � b

f (ci)

Figure 8 f (ci ) is the absolute minimum
value of f on [xi−1, xi ].

The sum sn of the areas of the n rectangles approximates the area A. That is,

A ≈ sn = f (c1)�x + f (c2)�x + · · · + f (ci )�x + · · · + f (cn)�x =
n∑

i=1

f (ci )�x

Since the rectangles used to approximate the area A lie under the graph of f, the sum sn,

called a lower sum, underestimates A. That is, sn ≤ A.

NEED TO REVIEW? Summation
notation is discussed in Appendix A.5,
pp. A-38 to A-43.

EXAMPLE 2 Approximating Area Using Lower Sums

Approximate the area A under the graph of f (x) = x2 from 0 to 10 by using lower
sums sn (rectangles that lie under the graph) for:

(a) n = 2 subintervals (b) n = 5 subintervals (c) n = 10 subintervals

Solution (a) For n = 2, we partition the closed interval [0, 10] into two subintervals

[0, 5] and [5, 10], each of length �x = 10 − 0

2
= 5. See Figure 9(a). To compute s2,

we need to know where f attains its minimum value in each subinterval. Since f is an

81
64

49
36

25
169

41

f (x) � x2

y

x

100

20

40

60

80

102 4 6 8(0, 0)

(5, 25)

(a)  Two subintervals
        s2

 � 125 sq. units

5

125 (2, 4)
(4, 16)

(6, 36)

(8, 64)

128

72
32

8

(b)  Five subintervals
         s5

 � 240 sq. units

f (x) � x2

y

x

100

20

40

60

80

102 4 6 8

(c)  Ten subintervals
          s10

 � 285 sq. units

f (x) � x2

y

x

100

20

40

60

80

102 4 6 8(0, 0) (0, 0)
88

Figure 9
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x0 � 0 x1

�x �x

x2 ...

...

...
�x

x3 xi � 1 xi xn
x

� n (�) � 10
10
n� i (�)10

n� (i  � 1)(�)10
n� 3(�)10

n� 2(�)10
n� �

10
n

�x � �
10
n

Figure 13

To find A using upper sums Sn (rectangles that lie above the graph of f ), we need
the absolute maximum value of f in each subinterval. Since f (x) = 3x is an increasing

function, the absolute maximum occurs at the right endpoint xi = i

(
10

n

)
of each

subinterval. So,

Sn =
n∑

i=1

f (Ci )�x =
n∑

i=1

3xi · 10

n
=

n∑
i=1

(
3 · 10i

n

) (
10

n

)
=

n∑
i=1

300

n2
i

↑
∆x = 10

n

↑
xi = 10i

n

NEED TO REVIEW? Summation
properties are discussed in
Appendix A.5, pp. A-38 to A-43.

RECALL
n∑

i=1

i = n(n + 1)

2

Using summation properties, we get

Sn =
n∑

i=1

300

n2
i = 300

n2

n∑
i=1

i = 300

n2

n(n + 1)

2
= 150

(
n + 1

n

)
= 150

(
1 + 1

n

)

Then

A = lim
n→∞ Sn = lim

n→∞

[
150

(
1 + 1

n

)]
= 150 lim

n→∞

(
1 + 1

n

)
= 150

The area A under the graph of f (x) = 3x from 0 to 10 is 150 square units. ■

NOTE The area found in Example 3 is that of a triangle. So, we can verify that
A = 150 by using the formula for the area A of a triangle with base b and height h:

A = 1

2
bh = 1

2
(10)(30) = 150

EXAMPLE 4 Finding Area Using Lower Sums

Find the area A under the graph of f (x) = 16 − x2 from 0 to 4 by using lower sums sn

(rectangles that lie below the graph of f ). Then A = lim
n→∞ sn .

y

16

x

12

8

4

xi � 1 4xi

Figure 14 f (x) = 16 − x2, 0 ≤ x ≤ 4

Solution Figure 14 shows the area under the graph of f and a typical rectangle that lies
below the graph. We partition the closed interval [0, 4] into n subintervals

[x0, x1], [x1, x2], . . . , [xi−1, xi ], . . . , [xn−1, xn]

where

0 = x0 < x1 < · · · < xi < · · · < xn−1 < xn = 4

and each interval is of length

�x = 4 − 0

n
= 4

n
As Figure 15 illustrates, the endpoints of each subinterval, written in terms of n, are

x0 = 0, x1 = 1

(
4

n

)
, x2 = 2

(
4

n

)
, . . . , xi−1 = (i − 1)

(
4

n

)
,

xi = i

(
4

n

)
, . . . , xn = n

(
4

n

)
= 4

Recall margin notes provide a quick refresher of key results that are being used in 
theorems, definitions, and examples.
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viiPreface

Additional margin notes are included throughout the text to help students understand 
and engage with the concepts. In Words notes translate complex formulas, theorems, 
proofs, rules, and definitions using plain language that provide students with an alternate 
way to learn the concepts. 

Cautions and Notes provide supporting details 
or warnings about common pitfalls. Origins give 
biographical information or historical details about 
key figures and discoveries in the development of 
calculus.

Learning Objectives Students often need focus. Each section begins with a set of 
Objectives that serve as a broad outline of the section. The objectives help students study 
effectively by focusing attention on the concepts being covered. Each learning objective 

is supported by appropriate definitions, theorems, and proofs. One 
or more carefully chosen examples enhance the learning objective, 
and where appropriate, an application example is also included. 

Learning objectives help instructors prepare a syllabus that 
includes the important topics of calculus, and concentrate instruction 
on mastery of these topics. They are also helpful for answering  
the familiar question, “What is on the test?” 

Effective Use of Color The text contains an abundance of graphs and illustrations that 
carefully utilize color to make concepts easier to visualize.  

Dynamic Figures The text includes many pieces of art that students, can interact with 
through the online e-Book. These dynamic figures, indicated by the icon next to the 
figure label, illustrate select principles of calculus including limits, rates of change, 
solids of revolution, convergence, and divergence. 
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each of length �x = b − a

n
, and choosing a number ui in each of the n subintervals.

Then an approximation of the average value of f over the interval [a, b] is

f (u1) + f (u2) + · · · + f (un)

n
(7)

Now we multiply (7) by
b − a

b − a
to obtain

f (u1) + f (u2) + · · · + f (un)

n
= 1

b − a

[
f (u1)

b − a

n
+ f (u2)

b − a

n
+ · · · + f (un)

b − a

n

]

= 1

b − a
[ f (u1) �x + f (u2) �x + · · · + f (un) �x]

= 1

b − a

n∑
i=1

f (ui ) �x

This sum is an approximation to the average value of f . As the length of each
subinterval gets smaller and smaller, the sums become better and better approximations

to the average value of f on [a, b]. Furthermore,
n∑

i=1
f (ui ) �x are Riemann sums, so

lim
n→∞

n∑
i=1

f (ui ) �x is a definite integral. This suggests the following definition:

IN WORDS The average value

ȳ = 1

b − a

∫ b

a

f (x) dx of a

function f equals the value f (u) in the
Mean Value Theorem for Integrals.

DEFINITION Average Value of a Function over an Interval

Let f be a function that is continuous on the closed interval [a, b]. The average value
ȳ of f over [a, b] is

ȳ = 1

b − a

∫ b

a
f (x) dx (8)

(0, �8)

(2, �2)

Average value � �5

y
2

x42 31�2 �1

�2

�4

�6

�8

Figure 30 f (x) = 3x − 8, 0 ≤ x ≤ 2

EXAMPLE 8 Finding the Average Value of a Function

Find the average value of f (x) = 3x − 8 on the closed interval [0, 2].

Solution The average value of f (x) = 3x − 8 on the closed interval [0, 2] is given by

ȳ = 1

b − a

∫ b

a
f (x) dx = 1

2 − 0

∫ 2

0
(3x − 8)dx = 1

2

[
3x2

2
− 8x

]2

0

= 1

2
(6 − 16) = −5

The average value of f on [0, 2] is ȳ = −5. ■

The function f and its average value are graphed in Figure 30.

NOW WORK Problem 61.

5.4 Assess Your Understanding
Concepts and Vocabulary

1. True or False
∫ 3

2
(x2 + x) dx = ∫ 3

2
x2dx + ∫ 3

2
x dx

2. True or False
∫ 3

0
5ex2

dx = ∫ 3
0

5dx · ∫ 3
0

ex2
dx

3. True or False
∫ 5

0
(x3 + 1)dx = ∫ −3

0
(x3 + 1)dx + ∫ 5

−3
(x3 + 1)dx

4. If f is continuous on an interval containing the numbers a, b,

and c, and if
∫ c

a
f (x) dx = 3 and

∫ b
c

f (x) dx = −5, then∫ b
a

f (x) dx = .

5. If a function f is continuous on the closed interval [a, b], then

ȳ = 1

b − a

∫ b

a

f (x) dx is the of f over [a, b].

1. = NOW WORK problem    = Graphing technology recommended   CAS  = Computer Algebra System recommended
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5.5 The Indefinite Integral; Growth
and Decay Models
OBJECTIVES When you finish this section, you should be able to:

1 Find indefinite integrals (p. 379)

2 Use properties of indefinite integrals (p. 380)

3 Solve differential equations involving growth and decay (p. 382)

The Fundamental Theorem of Calculus establishes an important relationship between

definite integrals and antiderivatives: the definite integral
∫ b

a f (x) dx can be found easily

if an antiderivative of f can be found. Because of this, it is customary to use the integral
symbol

∫
as an instruction to find all antiderivatives of a function.

DEFINITION Indefinite Integral

The expression
∫

f (x) dx , called the indefinite integral of f , is defined as,
∫

f (x) dx = F(x) + C

where F is any function for which
d

dx
F(x) = f (x) and C is a number, called the

constant of integration.

CAUTION In writing an indefinite

integral
∫

f (x) dx , remember to

include the `` dx .''

For example,
∫

(x2 + 1) dx = x3

3
+ x + C

d
dx

(
x3

3
+ x + C

)
= 3x2

3
+ 1 + 0 = x2 + 1

The process of finding either the indefinite integral
∫

f (x) dx or the definite integral∫ b
a f (x) dx is called integration, and in both cases the function f is called the integrand.

It is important to distinguish between the definite integral
∫ b

a f (x) dx and the

indefinite integral
∫

f (x) dx . The definite integral is a number that depends on the limits

of integration a and b. In contrast, the indefinite integral of f is a family of functions
F(x) + C, C a constant, for which F �(x) = f (x). For example,

∫ 2

0
x2dx =

[
x3

3

]2

0

= 8

3

∫
x2dx = x3

3
+ C

NOTE The definite integral
∫ b

a
f (x) dx

is a number; the indefinite integral∫
f (x) dx is a family of functions.

We summarize the antiderivatives of some important functions in Table 1 on page 380.
Each entry is a result of a differentiation formula.

NEED TO REVIEW? Refer to Table 7 in
Section 4.8, pp. xx--xx.

1 Find Indefinite Integrals

EXAMPLE 1 Finding Indefinite Integrals

Find:

(a)
∫

x4 dx (b)
∫ √

x dx (c)
∫

sin x

cos2 x
dx

Solution (a) All the antiderivatives of f (x) = x4 are F(x) = x5

5
+ C , so

∫
x4 dx = x5

5
+ C
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where k < 0 and depends on the radioactive substance. The half-life of a radioactive
substance is the time required for half of the substance to decay.

ORIGINS Willard F. Libby (1908--1980)
grew up in California and went to
college and graduate school at UC
Berkeley. Libby was a physical chemist
who taught at the University of Chicago
and later at UCLA. While at Chicago,
he developed the methods for
using natural carbon-14 to date
archaeological artifacts. Libby won the
Nobel Prize in Chemistry in 1960 for
this work.

Carbon dating, a method for determining the age of an artifact, uses the fact that all
living organisms contain two kinds of carbon: carbon-12 (a stable carbon) and a small
proportion of carbon-14 (a radioactive isotope). When an organism dies, the amount
of carbon-12 present remains unchanged, while the amount of carbon-14 begins to
decrease. This change in the amount of carbon-14 present relative to the amount of
carbon-12 present makes it possible to calculate how long ago the organism died.

EXAMPLE 5 Solving a Differential Equation for Decay

The skull of an animal found in an archaeological dig contains about 20% of the original
amount of carbon-14. If the half-life of carbon-14 is 5730 years, how long ago did the
animal die?

Solution Let A = A(t) be the amount of carbon-14 present in the skull at time t . Then A

satisfies the differential equation
dA

dt
= k A, whose solution is

A = A0ekt

where A0 is the amount of carbon-14 present at time t = 0. To determine the constant k,
we use the fact that when t = 5730, half of the original amount A0 remains.

1

2
A0 = A0e5730k

1

2
= e5730k

5730k = ln
1

2
= − ln 2

k = − ln 2

5730

The relationship between the amount A of carbon-14 and the time t is

A(t) = A0e(− ln 2/5730)t

In this skull, 20% of the original amount of carbon-14 remains, so A(t) = 0.20A0.

0.20A0 = A0e(− ln 2/5730)t

0.20 = e(− ln 2/5730)t

Now, we take the natural logarithm of both sides.

ln 0.20 = − ln 2

5730
· t

t = −5730 · ln 0.20

ln 2
≈ 13,300

The animal died approximately 13,300 years ago. ■

NOW WORK Problem 59.

5.5 Assess Your Understanding
Concepts and Vocabulary

1.
d

dx

[∫
f (x) dx

]
=

2. True or False If k is a constant, then
∫

k f (x) dx =
[∫

kdx

][∫
f (x) dx

]

1. = NOW WORK problem    = Graphing technology recommended   CAS  = Computer Algebra System recommended
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5.1 Area
OBJECTIVES When you finish this section, you should be able to:

1 Approximate the area under the graph of a function (p. 2)

2 Find the area under the graph of a function (p. 6)

In this section, we present a method for finding the area enclosed by the graph
of a function y = f (x) that is nonnegative on a closed interval [a, b], the x-axis,
and the lines x = a and x = b. The presentation uses summation notation (

∑
), which

is reviewed in Appendix A.5.

a b x

y
f (x) � h

Width � b � a

Height � hA

Figure 2 A = h(b − a).

The area A of a rectangle with width w and height l is given by the geometry formula

A = lw

See Figure 2. The graph of a constant function f (x) = h, for some positive
constant h, is a horizontal line that lies above the x-axis. The area enclosed by this
line, the x-axis, and the lines x = a and x = b is the rectangle whose area A is the
product of the width (b − a) and the height h.

A = h(b − a)

If the graph of y = f (x) consists of three horizontal lines, each of positive height
as shown in Figure 3, the area A enclosed by the graph of f , the x-axis, and the lines
x = a and x = b is the sum of the rectangular areas A1, A2, and A3.

a b x

y � f (x)y

A1
A2

A3

Figure 3 A = A1 + A2 + A3

y

x

6

2 4

A

(2, 4)
(4, 5)

x � 2 x � 4

f (x) �    x � 3
2
1

2

4

Figure 4

1 Approximate the Area Under the Graph of a Function

EXAMPLE 1 Approximating the Area Under the Graph of a Function

Approximate the area A enclosed by the graph of f (x) = 1

2
x + 3, the x-axis, and the

lines x = 2 and x = 4.

Solution Figure 4 illustrates the area A to be approximated.

We begin by drawing a rectangle of width 4 − 2 = 2 and height f (2) = 4. The area
of the rectangle, 2 · 4 = 8, approximates the area A, but it underestimates A, as seen in
Figure 5(a).

Alternatively, A can be approximated by a rectangle of width 4 − 2 = 2 and height
f (4) = 5. See Figure 5(b). This approximation of the area equals 2 · 5 = 10, but it
overestimates A. We conclude that

8 < A < 10

f (x) �    x � 3
2
1

(a) The area A is underestimated. (b) The area A is overestimated.

y

x

6

2 4

2

4
(2, 4)

f (x) �    x � 3
2
1y

x

6

2 4

2

4

(4, 5)

Figure 5
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each of the same length. See Figure 7. Since there are n subintervals and the length of
the interval [a, b] is b − a, the common length �x of each subinterval is

�x = b − a

n

x0 x1

�x

x2 ... ...xi � 1 xi xn � 1 xn
x

a b

Figure 7

NEED TO REVIEW? The Extreme Value
Theorem is discussed in Section 4.2,
pp. xx--xx.

Since f is continuous on the closed interval [a, b], it is continuous on every
subinterval [xi−1, xi ] of [a, b]. By the Extreme Value Theorem, there is a number in
each subinterval where f attains its absolute minimum. Label these numbers c1, c2,

c3, . . . , cn , so that f (ci ) is the absolute minimum value of f in the subinterval [xi−1, xi ].
Now construct n rectangles, each having the �x as its base and f (ci ) as its height, as

illustrated in Figure 8. This produces n narrow rectangles of uniform width �x = b − a

n
and heights f (c1), f (c2), . . . , f (cn), respectively. The areas of the n rectangles are

Area of the first rectangle = f (c1)�x

Area of the second rectangle = f (c2)�x

...

Area of the nth (and last) rectangle = f (cn)�x

y
y � f (x)

a � x0 x1 x2 ... ...xi � 1 xi
ci

xn � 1 xn � b x

f (ci)

Figure 8 f (ci ) is the absolute minimum
value of on [xi−1, xi ].

The sum sn of the areas of the n rectangles approximates the area A. That is,

A ≈ sn = f (c1)�x + f (c2)�x + · · · + f (ci )�x + · · · + f (cn)�x =
n∑

i=1

f (ci )�x

Since the rectangles used to approximate the area A lie under the graph of f, the sum sn,

called a lower sum, underestimates A. That is, sn ≤ A.

NEED TO REVIEW? Summation
notation is discussed in Appendix A.5,
pp. A-38--A-43.

EXAMPLE 2 Approximating Area Using Lower Sums

Approximate the area A under the graph of f (x) = x2 from 0 to 10 by using lower
sums sn (rectangles that lie under the graph) for:

(a) n = 2 subintervals (b) n = 5 subintervals (c) n = 10 subintervals

Solution (a) For n = 2, we partition the closed interval [0, 10] into two subintervals

[0, 5] and [5, 10], each of length �x = 10 − 0

2
= 5. See Figure 9(a). To compute s2,

we need to know where f attains its minimum value in each subinterval. Since f is an

81
64

49
36

25
169

4

f (x) � x2

y

x

100

20

40

60

80

102 4 6 8(0, 0)

(5, 25)

[5, 10]

(a)  s2
 � 125 sq. units

[0, 5]
5

125 (2, 4)
(4, 16)

(6, 36)

(8, 64)

[8, 10][6, 8][4, 6][2, 4][0, 2]

128

72
32

8

(b)  s5
 � 240 sq. units

f (x) � x2

y

x

100

20

40

60

80

102 4 6 8

(c)  s10
 � 285 sq. units

f (x) � x2

y

x

100

20

40

60

80

102 4 6 8
88

Figure 9 DF

DF
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viii Preface

Examples with Detailed and Annotated Solutions: Examples are named 
according to their purpose. The text includes hundreds of examples with 

detailed step-by-step solutions. Additional 
annotations provide students with the formula 
used, or the reasoning needed, to perform a 
particular step of the solution. Where procedural 
steps for solving a type of problem are given in 
the text, these steps are followed in the solved 
examples. Often a figure or a graph is included to 
complement the solution.

Application Examples and Chapter Projects The inclusion of application 
examples motivates and underscores the conceptual theory, and powerfully 
conveys the message that calculus is a beneficial and a relevant subject to master. 
It is this combination of concepts with applied examples and exercises that gives 
students the tools not only to complete the exercises successfully, but also to 
comprehend the mathematics behind them.

This message is further reinforced by the case studies that open each 
chapter, demonstrating how major concepts apply to recognizable and often 
contemporary situations in biology, environmental studies, astronomy, 
engineering, technology, and other fields. Students see this case study again at 
the end of the chapter, where an extended project presents questions that guide 
students through a solution to the situation. 

Immediate Reinforcement of Skills Following most examples there is the statement, 
NOW WORK . This callout directs students to a related 
exercise from the section’s problem set. Math is best learned 
actively. Doing a related problem immediately after working through a solved example 
not only keeps students engaged, but also enhances understanding and strengthens 
their ability to apply the objective. This practice also serves as a confidence-builder  
for students. 

The Text Is Written with Ample Opportunity to Practice  

Check Comprehension Before the Test Immediately after reading a section, we suggest 
that students assess their comprehension of the main points of the section by answering 
the  Concepts and Vocabulary questions. These are a selection of quick fill in the 
blank, multiple-choice, and true/false questions. If a student has trouble answering these 
questions correctly, then a flag is raised immediately—go back and review the section 

or get help from the instructor. 

Instructors may find Concept and Vocabulary 
problems useful for a class-opening, for a 5-minute 
quiz, or for iClicker responses to determine if 
students are prepared for class.

Practice, the Best Way to Learn Calculus The Skill Building 
exercises are grouped into subsets, usually corresponding to the 
objectives of the section, and are correlated to the solved examples. 
Working a variety of Skill Building problems increases students’ 
computational skills and ability to choose the best approach to 
solve a problem. The result: Student success, which builds student 
confidence.

Having mastered the computational skills, students are ready to tackle the 
Application and Extension problems. These are a diverse set of applied 
problems, some of which have been contributed by calculus students from 
various colleges and universities. The Application and Extension section also 
includes problems that use a slightly different approach to the section material, 
problems that require proof, and problems that extend the concepts of the section. 
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(b) To find
∫

sec x dx , we multiply the integrand by
sec x + tan x

sec x + tan x
.

∫
sec x dx =

∫
sec x · sec x + tan x

sec x + tan x
dx =

∫
sec2 x + sec x tan x

sec x + tan x
dx

Now the numerator equals the derivative of the denominator. So if u = sec x + tan x,

then du = (sec x tan x + sec2 x)dx .

∫
sec x dx =

∫
du

u
= ln |u| + C = ln |sec x + tan x | + C ■

NOW WORK Problem 27.

Examples 2 and 3 illustrate a basic integration formula:

∫
g�(x)

g(x)
dx = ln |g(x)| + C (1)IN WORDS If the numerator of the

integrand equals the derivative of the
denominator, then the integral equals a
logarithmic function.

Notice that in formula (1) the integral equals the natural logarithm of the absolute
value of the function g. The absolute value is necessary since the domain of the logarithm
function is the set of positive real numbers. When g is known to be positive, as in
Example 2(b), the absolute value is not required.

As we saw in Example 3(b), sometimes algebra is needed to transform an integral
so that a basic integration formula can be used. Unlike differentiation, integration has no
prescribed method; some ingenuity and a lot of practice are required. To illustrate, two
different substitutions are used to solve Example 4.

EXAMPLE 4 Finding an Indefinite Integral Using Substitution

Find
∫

x
√

4 + x dx .

Solution Substitution I Let u = 4 + x . Then du = dx . Since u = 4 + x, x = u − 4.

Substituting gives∫
x
√

4 + x dx =
∫

(u − 4)︸ ︷︷ ︸
x

√
u︸︷︷︸

4 + x

du︸︷︷︸
dx

=
∫

(u3/2 − 4u1/2) du
↑

u = x + 4

= u5/2

5

2

− 4 · u3/2

3

2

+ C

= 2(4 + x)5/2

5
− 8(4 + x)3/2

3
+ C

Substitution II Let u = √
4 + x , so u2 = 4 + x and x = u2 − 4. Then dx = 2u du

and
∫

x
√

4 + x dx =
∫

( u2 − 4︸ ︷︷ ︸
x

)(u)( 2u du︸ ︷︷ ︸
dx

) = 2
∫

(u4 − 4u2) du = 2

[
u5

5
− 4u3

3

]
+ C

= 2

5

(√
4 + x

)5− 8

3

(√
4 + x

)3+ C = 2(4 + x)5/2

5
− 8(4 + x)3/2

3
+ C

■

NOW WORK Problem 35.
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CHAPTER 5 PROJECT Managing the Klamath River

There is a gauge on the Klamath
River, just downstream from the
dam at Keno, Oregon. The U.S.
Geological Survey has posted flow
rates for this gauge every month
since 1930. The averages of these
monthly measurements since 1930
are given in Table 2. Notice that

the data in Table 2 measure the rate of change of the volume V in
cubic feet of water each second over one year; that is, the table

gives
dV

dt
= V �(t) in cubic feet per second, where t is in months.

TABLE 2

Month Flow Rate (ft3/s)

January (1) 1911.79
February (2) 2045.40
March (3) 2431.73
April (4) 2154.14
May (5) 1592.73
June (6) 945.17
July (7) 669.46
August (8) 851.97
September (9) 1107.30
October (10) 1325.12
November (11) 1551.70
December (12) 1766.33

Source: USGS Surface-Water Monthly
Statistics, available at http://
waterdata.usgs.gov/or/nwis/monthly.

1. Find the factor that will convert the data in Table 2 from seconds
to days. [Hint: 1 day = 1 d = 24 hours = 24 h(60 min/h) =
(24)(60 min) (60 s/min).]

If we assume February has 28.25 days, to account for a leap year,
then 1 year = 365.25 days. If V �(t) is the rate of flow of water, in
cubic feet per day, the total flow of water over 1 year is given by

V = V (t) =
∫ 365.25

0

V �(t)dt.

2. Approximate the total annual flow using a Riemann sum. (Hint:
Use �t1 = 31, �t2 = 28.25, etc.)

3. The solution to Problem 2 finds the sum of 12 rectangles whose
widths are �ti , 1 ≤ i ≤ 12, and whose heights are the flow rate
for the i th month. Using the horizontal axis for time and the
vertical axis for flow rate in ft3/day, plot the points of Table 2 as
follows: (January 1, flow rate for January), (February 1, flow rate
for February), . . . ,(December 1, flow rate for December) and
add the point (December 31, flow rate for January). Beginning
with the point at January 1, connect each consecutive pair of
points with a line segment, creating 12 trapezoids whose bases

are �ti 1 ≤ i ≤ 12. Approximate the total annual flow

V = V (t) = ∫ 365.25
0

V �(t) dt by summing the areas of these
trapezoids.

4. Using the horizontal axis for time and the vertical axis for flow
rate in ft3/day plot the points of Table 2 as follows: (January 31,
flow rate for January), (February 28, flow rate for February), . . . ,
(December 31, flow rate for December). Then add the point
(January 1, flow rate for December) to the left of (January 31,
flow rate for January). Connect consecutive points with a line
segment, creating 12 trapezoids whose bases are �ti , 1 ≤ i ≤ 12.

Approximate the total annual flow V = V (t) = ∫ 365.25
0

V �(t) dt
by summing the areas of these trapezoids.

5. Why did we add the extra point in Problems 3 and 4? How do
you justify the choice?

6. Compare the three approximations. Discuss which might be the
most accurate.

7. Consult Chapter 7 and read about Simpson’s Rule (p. xx). Can
you see a way to use it to approximate the total annual flow?

8. Another way to approximate V = V (t) = ∫ 365.25
0

V �(t)dt is to

fit a polynomial function to the data. We could find a polynomial
of degree 11 that passes through every point of the data, but a
polynomial of degree 6 is sufficient to capture the essence of the
behavior. The polynomial function f of degree 6 is

f (t) = 2.2434817 × 10−10t6 − 2.5288956 × 10−7t5

+ 0.00010598313t4 − 0.019872628t3 + 1.557403t2

− 39.387734t + 2216.2455

Find the total annual flow using f = f (t).

9. Use technology to graph the polynomial function f over the
closed interval [0, 12]. How well does the graph fit the data?

10. A manager could approximate the rate of flow of the river for
every minute of every day using the function

g(t) = 1529.403 + 510.330 sin
2π t

365.25
+ 489.377 cos

2π t

365.25

− 47.049 sin
4π t

365.25
− 249.059 cos

4π t

365.25

where t represents the day of the year in the interval [0,365.25].
The function g represents the best fit to the data that has the form
of a sum of trigonometric functions with the period 1 year.
We could fit the data perfectly using more terms, but the
improvement in results would not be worth the extra work in
handling that approximation. Use g to approximate the total
annual flow.

11. Use technology to graph the function g over the closed
interval [0, 12]. How well does the graph fit the data?

12. Compare the five approximations to the annual flow of the river.
Discuss the advantages and disadvantages of using one over
another. What method would you recommend to measure the
annual flow of the Klamath River?
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These steps also can be used for limits at infinity and for one-sided limits.

EXAMPLE 9
Finding the Limit of an Indeterminate Form of the
Type 00

Find lim
x→0+

x x

Solution The expression x x is an indeterminate form at 0+ of the type 00. We follow
the steps for finding lim

x→c
[ f (x)]g(x).

Step 1 Let y = x x . Then ln y = x ln x .

Step 2 lim
x→0+

ln y = lim
x→0+

(x ln x) = 0 [from Example 7(a)].

Step 3 Since lim
x→0+

ln y = 0, lim
x→0+

y = e0 = 1. ■

CAUTION Do not stop after finding
lim
x→c

ln y(= L). Remember, we want to

find lim
x→c

y(= eL).

NOW WORK Problem 53.

EXAMPLE 10
Finding the Limit of an Indeterminate Form of the
Type 1∞

Find lim
x→0+

(1 + x)1/x .

Solution The expression (1 + x)1/x is an indeterminate form at 0+ of the type 1∞.

Step 1 Let y = (1 + x)1/x . Then ln y = 1

x
ln(1 + x).

Step 2 lim
x→0+

ln y = lim
x→0+

ln(1 + x)

x
= lim

x→0+

d

dx
ln (1 + x)

d

dx
x

= lim
x→0+

1

1 + x
1

= 1�
Type

0
0

; use L’Hôpital’s Rule

Step 3 Since lim
x→0+

ln y = 1, lim
x→0+

y = e1 = e. ■

NOW WORK Problem 85.

4.5 Assess Your Understanding

Concepts and Vocabulary

1. True or False
f (x)

g(x)
is an indeterminate form at c of the

type
0

0
if lim

x→c

f (x)

g(x)
does not exist.

2. True or False If
f (x)

g(x)
is an indeterminate form at c

of the type
0

0
, then L’Hôpital’s Rule states

that lim
x→c

f (x)

g(x)
= lim

x→c

�
d

dx

�
f (x)

g(x)

��
.

3. True or False
1

x
is an indeterminate form at 0.

4. True or False x ln x is not an indeterminate form at 0+ because
lim

x→0+ x = 0 and lim
x→0+ ln x = −∞, and 0 · −∞ = 0.

5. In your own words, explain why ∞ − ∞ is an indeterminate form,
but ∞ + ∞ is not an indeterminate form.

6. In your own words, explain why 0 · ∞ �= 0.

Skill Building

In Problems 7–26:
(a) Determine whether each expression is an indeterminate

form at c.
(b) If it is, identify the type. If it is not an indeterminate

form, say why.

7.
1 − ex

x
, c = 0 8.

1 − ex

x − 1
, c = 0

9.
ex

x
, c = 0 10.

ex

x
, c = ∞

11.
ln x

x2
, c = ∞ 12.

ln(x + 1)

ex − 1
, c = 0

13.
sec x

x
, c = 0 14.

x

sec x − 1
, c = 0

15.
sin x(1 − cos x)

x2
, c = 0 16.

sin x − 1

cos x
, c = π

2

17.
tan x − 1

sin(4x − π)
, c = π

4
18.

ex − e−x

1 − cos x
, c = 0

1. = NOW WORK problem    = Graphing technology recommended   CAS  = Computer Algebra System recommended
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In other words,

The integral from a to b of the rate of change of F equals the change
in F from a to b.

EXAMPLE 6
Interpreting an Integral Whose Integrand
Is a Rate of Change

(a) The function P = P(t) relates the population P (in billions of persons) as a

function of the time t (in years). Suppose
∫ 10

0 P �(t) dt = 3. Since P �(t) is the rate

of change of the population with respect to time, then the change in population
from t = 0 to t = 10 is 3 billion persons.

(b) The function v = v(t) is the speed v (in meters per second) of an object at a time t

(in seconds). If
∫ 5

0 v(t) dt = 8, then the object travels 8 m during the interval

0 ≤ t ≤ 5. Do you see why? The speed v = v(t) is the rate of change of distance s

with respect to time t. That is, v = ds

dt
.

■

This interpretation of an integral is important since it reveals how to go from a rate
of change of a function F back to the change itself.

NOW WORK Problem 51.

5.3 Assess Your Understanding
Concepts and Vocabulary

1. According to Part 1 of the Fundamental Theorem of Calculus,
if a function f is continuous on a closed interval [a, b], then

d

dx

[∫ x

a

f (t) dt

]
= for all numbers x in the interval.

2. By Part 2 of the Fundamental Theorem of Calculus,∫ b
a

dx = .

3. True or False By Part 2 of the Fundamental Theorem of
Calculus,

∫ b
a

f (x) dx = f (b) − f (a).

4. True or False
∫ b

a
F �(x) dx can be interpreted as the rate of

change in F from a to b.

Skill Building

In Problems 5–18, find each derivative using Part 1 of the Fundamental
Theorem of Calculus.

5.
d

dx

∫ x

1

√
t2 + 1 dt 6.

d

dx

∫ x

3

t + 1

t
dt

7.
d

dt

[∫ t

0

(3 + x2)3/2dx

]
8.

d

dx

[∫ x

−4

(
t3 + 8

)1/3
dt

]

9.
d

dx

[∫ x

1

ln u du

]
10.

d

dt

[∫ t

4

ex dx

]

11.
d

dx

[∫ 2x3

1

√
t2 + 1 dt

]
12.

d

dx

[∫ √
x

1

√
t4 + 5 dt

]

13.
d

dx

[∫ x5

2

sec t dt

]
14.

d

dx

[∫ 1/x

3

sin5t dt

]

15.
d

dx

[∫ 5

x

sin(t2) dt

]
16.

d

dx

[∫ 3

x

(t2 − 5)10 dt

]

17.
d

dx

[∫ 5

5x2
(6t)2/3 dt

]
18.

d

dx

[∫ 0

x2
e10t dt

]

In Problems 19–36, use Part 2 of the Fundamental Theorem of
Calculus to find each definite integral.

19.

∫ 3

−2

dx 20.

∫ 3

−2

2 dx 21.

∫ 2

−1

x3dx

22.

∫ 3

1

1

x3
dx 23.

∫ 1

0

√
u du 24.

∫ 8

1

3√y dy

25.

∫ π/2

π/6

csc2 x dx 26.

∫ π/2

0

cos x dx

27.

∫ π/4

0

sec x tan x dx 28.

∫ π/2

π/6

csc x cot x dx

29.

∫ 0

−1

ex dx 30.

∫ 0

−1

e−x dx 31.

∫ e

1

1

x
dx

32.

∫ 1

e

1

x
dx 33.

∫ 1

0

1

1 + x2
dx

34.

∫ √
2/2

0

1√
1 − x2

dx 35.

∫ 8

−1

x2/3 dx 36.

∫ 4

0

x3/2 dx

1. = NOW WORK problem    = Graphing technology recommended   CAS  = Computer Algebra System recommended
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3. If a is a number, then
∫

xa dx = , provided a �= −1.

4. True or False When integrating a function f , a constant of
integration C is added to the result because

∫
f (x) dx denotes all

the antiderivatives of f .

Skill Building

In Problems 5–38, find each indefinite integral.

5.

∫
x2/3 dx 6.

∫
t−4 dt

7.

∫
1√

1 − x2
dx 8.

∫
1

1 + x2
dx

9.

∫
5x2 + 2x − 1

x
dx 10.

∫
x + 1

x
dx

11.

∫
4

3t
dt 12.

∫
2eudu

13.

∫
(4x3 − 3x2 + 5x − 2) dx 14.

∫
(3x5 − 2x4 − x2 − 1) dx

15.

∫ (
1

x3
+ 1

)
dx 16.

∫ (
x − 1

x2

)
dx

17.

∫
(3

√
z + z) dz 18.

∫
(4

√
x + 1) dx

19.

∫
(4t3/2 + t1/2) dt 20.

∫ (
3x2/3 − 1√

x

)
dx

21.

∫
u(u − 1) du 22.

∫
t2(t + 1) dt

23.

∫
3x5 + 1

x2
dx 24.

∫
x2 + 2x + 1

x4
dx

25.

∫
t2 − 4

t − 2
dt 26.

∫
z2 − 16

z + 4
dz

27.

∫
(2x + 1)2 dx 28.

∫
3(x2 + 1)2 dx

29.

∫
(x + ex ) dx 30.

∫
(2ex − x3) dx

31.

∫
8(1 + x2)−1dx 32.

∫ −7

1 + x2
dx

33.

∫
x2 − 1

2x3
dx 34.

∫
x2 + 4x − 1

x2
dx

35.

∫
tan x

cos x
dx 36.

∫
1

sin2 x
dx

37.

∫
2

5
√

1 − x2
dx 38.

∫
− 4

x
√

x2 − 1
dx

In Problems 39–50, solve each differential equation using the given
boundary condition.

39.
dy

dx
= ex , y = 4 when x = 0

40.
dy

dx
= 1

x
, y = 0 when x = 1

41.
dy

dx
= x2 + x + 1

x
, y = 0 when x = 1

42.
dy

dx
= x + ex , y = 4 when x = 0

43.
dy

dx
= xy1/2, y = 1 when x = 2

44.
dy

dx
= x1/2 y, y = 1 when x = 0

45.
dy

dx
= y − 1

x − 1
, y = 2 when x = 2

46.
dy

dx
= y

x
, y = 2 when x = 1

47.
dy

dx
= x

cos y
, y = π when x = 2

48.
dy

dx
= y sin x, y = e when x = 0

49.
dy

dx
= 4ex

y
, y = 2 when x = 0

50.
dy

dx
= 5yex , y = 1 when x = 0

Applications and Extensions

51. Uninhibited Growth The population of a colony of

mosquitoes obeys the uninhibited growth equation
d N

dt
= k N .

If there are 1500 mosquitoes initially, and there are 2500
mosquitoes after 24 h, what is the mosquito population after
3 days?

52. Radioactive Decay A radioactive substance follows the decay

equation
dA

dt
= k A. If 25% of the substance disappears in

10 years, what is its half-life?

53. Population Growth The population of a suburb grows at a rate
proportional to the population. Suppose the population doubles in
size from 4000 to 8000 in an 18-month period and continues at the
current rate of growth.

(a) Write a differential equation that models the population P
at time t in months.

(b) Find the general solution to the differential equation.

(c) Find the particular solution to the differential equation with
the initial condition P(0) = 4000.

(d) What will the population be in 4 years [t = 48]?

54. Uninhibited Growth At any time t in hours, the rate of increase
in the area, in millimeters squared ( mm2), of a culture of bacteria
is twice the area A of the culture.

(a) Write a differential equation that models the area of the
culture at time t.

(b) Find the general solution to the differential equation.

(c) Find the particular solution to the differential equation if
A = 10 mm2, when t = 0.
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The results from Example 4 tell us that y = x grows faster than y = ln x , and that
y = ex grows faster than y = x . In fact, these inequalities are true for all positive powers
of x . That is,

lim
x→∞ (ln x)n/x = 0 lim

x→∞
xn

ex
= 0

for n > 0. You are asked to verify these results in Problems 93 and 94.

Sometimes simplifying first reduces the effort needed to find the limit.

EXAMPLE 5 Using L'Hôpital's Rule to Find a Limit

Find lim
x→0

tan x −sin x

x2 tan x
.

Solution
tan x −sin x

x2 tan x
is an indeterminate form at 0 of the type

0

0
. We simplify the

expression before using L’Hôpital’s Rule. Then it is easier to find the limit.

tan x −sin x

x2 tan x
=

sin x

cos x
−sin x

x2 · sin x

cos x

=
sin x −sin x cos x

cos x
x2 sin x

cos x

= sin x (1 − cos x)

x2 sin x
= 1 − cos x

x2

Since
1 − cos x

x2 tan x
is an indeterminate form at 0 of the type

0

0
, we use L’Hôpital’s Rule.

lim
x→0

tan x −sin x

x2 tan x
= lim

x→0

1 − cos x

x2
= lim

x→0

d

dx
(1 − cos x)

d

dx
x2

= lim
x→0

sin x

2x↑
L’Hôpital’s Rule

= 1

2
lim
x→0

sin x

x
= 1

2
lim
x→0

sin x
x

= 1 ■

Compare this solution to one that uses L’Hôpital’s Rule at the start.

CAUTION Be sure to verify that a
simplified form is an indeterminate
form at c before using L'Hôpital's Rule.

In Example 6, we use L’Hôpital’s Rule to find a one-sided limit.

EXAMPLE 6 Using L'Hôpital's Rule to Find a One-Sided Limit

Find lim
x→0+

cot x

ln x
.

Solution Since lim
x→0+

cot x = ∞ and lim
x→0+

ln x = −∞,
cot x

ln x
is an indeterminate form

at 0+ of the type
∞
∞ . Using L’Hôpital’s Rule, we find

lim
x→0+

cot x

ln x
= lim

x→0+

d

dx
cot x

d

dx
ln x

= lim
x→0+

− csc2 x
1

x

= − lim
x→0+

x

sin2 x
= − lim

x→0+

d

dx
x

d

dx
sin2 x

�
L’Hôpital’s Rule

�
csc2 x = 1

sin2 x

�
L’Hôpital’s Rule

= − lim
x→0+

1

2 sin x cos x
=

�
−1

2

� �
lim

x→0+

1

sin x

� �
lim

x→0+

1

cos x

�

=
�

−1

2

� �
lim

x→0+

1

sin x

�
(1) = −∞ ■

NOW WORK Problem 61.
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The results from Example 4 tell us that y = x grows faster than y = ln x , and that
y = ex grows faster than y = x . In fact, these inequalities are true for all positive powers
of x . That is,

lim
x→∞ (ln x)n/x = 0 lim

x→∞
xn

ex
= 0

for n > 0. You are asked to verify these results in Problems 93 and 94.

Sometimes simplifying first reduces the effort needed to find the limit.

EXAMPLE 5 Using L'Hôpital's Rule to Find a Limit

Find lim
x→0

tan x −sin x

x2 tan x
.

Solution
tan x −sin x

x2 tan x
is an indeterminate form at 0 of the type

0

0
. We simplify the

expression before using L’Hôpital’s Rule. Then it is easier to find the limit.

tan x −sin x

x2 tan x
=

sin x

cos x
−sin x

x2 · sin x

cos x

=
sin x −sin x cos x

cos x
x2 sin x

cos x

= sin x (1 − cos x)

x2 sin x
= 1 − cos x

x2

Since
1 − cos x

x2 tan x
is an indeterminate form at 0 of the type

0

0
, we use L’Hôpital’s Rule.

lim
x→0

tan x −sin x

x2 tan x
= lim

x→0

1 − cos x

x2
= lim

x→0

d

dx
(1 − cos x)

d

dx
x2

= lim
x→0

sin x

2x↑
L’Hôpital’s Rule

= 1

2
lim
x→0

sin x

x
= 1

2
lim
x→0

sin x
x

= 1 ■

Compare this solution to one that uses L’Hôpital’s Rule at the start.

CAUTION Be sure to verify that a
simplified form is an indeterminate
form at c before using L'Hôpital's Rule.

In Example 6, we use L’Hôpital’s Rule to find a one-sided limit.

EXAMPLE 6 Using L'Hôpital's Rule to Find a One-Sided Limit

Find lim
x→0+

cot x

ln x
.

Solution Since lim
x→0+

cot x = ∞ and lim
x→0+

ln x = −∞,
cot x

ln x
is an indeterminate form

at 0+ of the type
∞
∞ . Using L’Hôpital’s Rule, we find

lim
x→0+

cot x

ln x
= lim

x→0+

d

dx
cot x

d

dx
ln x

= lim
x→0+

− csc2 x
1

x

= − lim
x→0+

x

sin2 x
= − lim

x→0+

d

dx
x

d

dx
sin2 x

�
L’Hôpital’s Rule

�
csc2 x = 1

sin2 x

�
L’Hôpital’s Rule

= − lim
x→0+

1

2 sin x cos x
=

�
−1

2

� �
lim

x→0+

1

sin x

� �
lim

x→0+

1

cos x

�

=
�

−1

2

� �
lim

x→0+

1

sin x

�
(1) = −∞ ■

NOW WORK Problem 61.
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ixPreface

For students requiring more of a challenge, the Challenge Problems 
provide more difficult extensions of the section material. Often combined 
with concepts learned in previous chapters, Challenge Problems are 
intended to be thought-provoking problems that require some ingenuity 
to solve. They are designed to challenge the stronger students in the class.

Review, the Way to Reach Higher Levels of Learning Student success can 
be measured in many ways. Often in school student success is measured by 
a test. Recognizing this, each chapter, other than Chapter P, concludes with 
a Chapter Review. The review incorporates pedagogical features found in 
few advanced mathematics texts. Each Chapter Review consists of 

•	 Things to Know, a detailed list of important definitions, formulas, and 
theorems contained in the chapter and page references to where they can 
be found.

•	 Objectives Table, which follows Things to Know. This table provides a section-
by-section list of the learning objectives of the chapter (with page references), along 
with references to the worked examples and the review problems pertaining to the 
particular learning objective. 

•	 Review Problems that provide a comprehensive review of the key concepts of the 
chapter, matched to the learning objectives of each section. 

By using the review exercises to study, a student can identify the objectives mastered and 
those that need additional work. By referring back to the objective(s) of problems missed, 
reviewing the material for that objective, reworking the NOW WORK   Problem(s), and 
trying the review problem again, a student should have the skills and the confidence to 
take an exam or proceed to the next chapter.

Student success is ultimately measured by deep understanding and the ability to 
extend knowledge. When reviewing and incorporating previous knowledge, students 
begin to make connections. Once connections are formed, understanding and mastery 
follow.

In addition to these explicit pedagogical features, there are less obvious, but 
certainly no less significant, features that have been woven into the text. As educators 
and as students we realize that learning new material is often made more difficult when 
the style of presentation changes, so we have striven to keep the language and notation 
consistent throughout the book. Definitions are used in their entirety, both when 
presented and later when applied. This consistency is followed throughout the text and 
the exercises. Such attention to the consistency of language and notation is mirrored 
in our approach to writing precise mathematics while keeping the language clear and 
accessible to students.

The pedagogical features are tools that will aid students in their mastery of calculus. 
But it is the clarity of writing that allows students to master the understanding and to use 
the tools effectively. The accuracy of the mathematics and transparency in the writing 
will guarantee that any dedicated student can come to grips with the underlying theories, 
without having to decipher confusing dialogue. 
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In Problems 45 and 46, find each definite integral using Riemann
sums.

45.

∫ 1

0

(x − 4) dx 46.

∫ 3

0

(3x − 1) dx

CAS In Problems 47–50, for each function defined on the
interval [a, b]:
(a) Complete the table of Riemann sums using a regular

partition of [a, b].

n 10 50 100
Using left endpoints
Using right endpoints
Using the midpoint

(b) Use a CAS to find the definite integral.
(c) Compare the answers in (a) and (b). Which Riemann sum gives the

best approximation to the definite integral?

47. f (x) = 2 + √
x on [1, 5] 48. f (x) = ex + e−x on [−1, 3]

49. f (x) = 3

1 + x2
on [−1, 1] 50. f (x) = 1√

x2 + 4
on [0, 2]

Applications and Extensions

51. Find an approximate value of

∫ 2

1

1

x
dx by finding Riemann sums

corresponding to a partition of [1, 2] into four subintervals, each
of the same length, and evaluating the integrand at the midpoint of
each subinterval. Compare your answer with the true value,
0.6931 . . . .

52. (a) Find the approximate value of
∫ 2

0

√
4 − x2 dx by finding

Riemann sums corresponding to a partition of [0, 2] into 16
subintervals, each of the same length, and evaluating the
integrand at the left endpoint of each subinterval.

(b) Can
∫ 2

0

√
4 − x2 dx be interpreted as area? If it can, describe

the area; if it cannot, explain why.

(c) Find the actual value of
∫ 2

0

√
4 − x2dx by graphing

y =
√

4 − x2 and using a familiar formula from
geometry.

53. Units of an Integral In the definite integral
∫ 5

0
F(x) dx , F

represents a force measured in newtons and x, 0 ≤ x ≤ 5, is

measured in meters. What are the units of
∫ 5

0
F(x) dx?

54. Units of an Integral In the definite integral
∫ 50

0
C(x) dx , C

represents the concentration of a drug in grams per liter and x,

0 ≤ x ≤ 50, is measured in liters of alcohol. What are the units of∫ 50
0

C(x) dx?

55. Units of an Integral In the definite integral
∫ b

a
v(t) dt, v

represents velocity measured in meters per second and time t is

measured in seconds. What are the units of
∫ b

a
v(t) dt?

56. Units of an Integral In the definite integral
∫ b

a
S(t) dt , S

represents the rate of sales of a corporation measured in millions
of dollars per year and time t is measured in years. What are the

units of
∫ b

a
S(t) dt?

CAS 57. Area

(a) Graph the function f (x) = 3 −
√

6x − x2.

(b) Find the area under the graph of f from 0 to 6.

(c) Confirm the answer to (b) using geometry.

CAS 58. Area

(a) Graph the function f (x) =
√

4x − x2 + 2.

(b) Find the area under the graph of f from 0 to 4.

(c) Confirm the answer to (b) using geometry.

59. The interval [1, 5] is partitioned into eight subintervals each of the
same length.

(a) What is the largest Riemann sum of f (x) = x2 that can be
found using this partition?

(b) What is the smallest Riemann sum?

(c) Compute the average of these sums.

(d) What integral has been approximated, and what is the
integral’s exact value?

Challenge Problems

60. The floor function f (x) = �x� is not continuous on [0, 4]. Show

that
∫ 4

0
f (x) dx exists.

61. Consider the Dirichlet function f, where

f (x) =
{

1 if x is rational

0 if x is irrational

Show that
∫ 1

0
f (x) dx does not exist. (Hint: Evaluate the

Riemann sums in two different ways: first by using rational
numbers for ui and then by using irrational numbers
for ui .)

62. It can be shown (with a certain amount of work) that if f (x) is
integrable on the interval [a, b], then so is | f (x)|. Is the converse
true?

63. If only regular partitions are allowed, then we could not always
partition an interval [a, b] in a way that automatically partitions
subintervals [a, c] and [c, b] for a < c < b. Why not?

64. If f is a function that is continuous on a closed interval [a, b],
except at x1, x2, . . . , xn, n ≥ 1 an integer, where it has a jump
discontinuity, show that f is integrable on [a, b].

65. If f is a function that is continuous on a closed interval [a, b],
except at x1, x2, . . . , xn, n ≥ 1 an integer, where it has a
removable discontinuity, show that f is integrable
on [a, b].
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Chapter Review
THINGS TO KNOW
5.1 Area

Definitions:

• Partition of an interval [a, b] (p. 3)

• Area A under the graph of a function f from a to b (p. 6)

5.2 The Definite Integral
Definitions:

• Riemann sums (p. 12)

• The definite integral (p. 13)

•

∫ a

a

f (x) dx = 0 (p. 14)

•

∫ b

a

f (x) dx = −
∫ a

b

f (x) dx (p. 14)

Theorem: If a function f is continuous on a closed interval [a, b],

then the definite integral
∫ b

a
f (x) dx exists. (p. 14)

•

∫ b

a

h dx = h(b − a), h a constant (p. 15)

5.3 The Fundamental Theorem of Calculus

Fundamental Theorem of Calculus: Let f be a function that is
continuous on a closed interval [a, b].

• Part 1: The function I defined by I (x) = ∫ x
a

f (t) dt has the

properties that it is continuous on [a, b] and differentiable on

(a, b). Moreover, I �(x) = d

dx

[∫ x

a

f (t) dt

]
= f (x), for all x

in (a, b). (p. 20)

• Part 2: If F is any antiderivative of f on [a, b], then∫ b
a

f (x) dx = F(b) − F(a). (p. 22)

5.4 Properties of the Definite Integral
Properties of definite integrals:

If two functions f and g are continuous on the closed interval [a, b]
and k is a constant, then

• Integral of a sum:∫ b

a

[ f (x) + g(x)] dx =
∫ b

a

f (x) dx +
∫ b

a

g(x) dx (p. 27)

• Integral of a constant times a function:∫ b

a

k f (x) dx = k

∫ b

a

f (x) dx (p. 27)

•

∫ b

a

[k1 f1(x) + k2 f2(x) + · · · + kn fn(x)] dx =

k1

∫ b

a

f1(x) dx + k2

∫ b

a

f2(x) dx + · · · + kn

∫ b

a

fn(x) dx .

(p. 28)

• If f is continuous on an interval containing the numbers
a, b, and c, then∫ b

a

f (x) dx =
∫ c

a

f (x) dx +
∫ b

c

f (x) dx (p. 28)

• Bounds on an Integral: If a function f is continuous on a
closed interval [a, b] and if m and M denote the absolute
minimum and absolute maximum values, respectively,
of f on [a, b], then

m(b − a) ≤
∫ b

a

f (x) dx ≤ M (b − a). (p. 29)

• Mean Value Theorem for Integrals: If a function f is
continuous on a closed interval [a, b], then there is a real
number u, where a ≤ u ≤ b, for which∫ b

a

f (x) dx = f (u)(b − a). (p. 30)

Definition: The average value of a function over an interval [a, b] is

ȳ = 1

b − a

∫ b

a

f (x) dx . (p. 31)

5.5 The Indefinite Integral; Growth and Decay
Models

The indefinite integral of f :
∫

f (x) dx = F(x) + C if and only if

d

dx
[F(x) + C] = f (x), where C is the constant of integration.

(p. 37)

Basic integration formulas: See Table 1. (p. 38)

Properties of indefinite integrals:

• Derivative of an integral:

d

dx

[∫
f (x) dx

]
= f (x) (p. 38)

• Integral of a sum:∫
[ f (x) + g(x)]dx =

∫
f (x) dx +

∫
g(x)dx (p. 39)

• Integral of a constant times a function:∫
k f (x) dx = k

∫
f (x) dx (p. 39)

5.6 Method of Substitution;
Newton's Law of Cooling
Method of substitution: (p. 46)

Method of substitution (definite integrals):

• Find the related indefinite integral using substitution. Then use
the Fundamental Theorem of Calculus. (p. 49)

• Find the definite integral directly by making a substitution in
the integrand and using the substitution to change the limits of
integration. (p. 49)

Basic integration formulas:

•

∫
g�(x)

g(x)
dx = ln |g(x)| + C (p. 48)

• If f is an even function, then
∫ a

−a

f (x) dx = 2

∫ a

0

f (x) dx . (p. 51)

• If f is an odd function, then

∫ a

−a

f (x) dx = 0. (p. 51)
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OBJECTIVES

Section You should be able to . . . Examples Review Exercises

5.1 1 Approximate the area under the graph of a function (p. 344) 1, 2 7, 8
2 Find the area under the graph of a function (p. 348) 3, 4 9, 10

5.2 1 Define a definite integral as the limit of Riemann sums (p. 353) 1, 2 11(a), (b)
2 Find a definite integral using the limit of Riemann sums (p. 356) 3–5 5(c)

5.3 1 Use Part 1 of the Fundamental Theorem of Calculus (p. 363) 1–3 7-10, 52, 53
2 Use Part 2 of the Fundamental Theorem of Calculus (p. 365) 4, 5 5(d), 11–13, 15–18, 56
3 Interpret an integral using Part 2 of the Fundamental Theorem of Calculus (p. 365) 6 6, 21, 22, 57

5.4 1 Use properties of the definite integral (p. 369) 1–6 23, 24, 27, 28
2 Work with the Mean Value Theorem for Integrals (p. 372) 7 29, 30
3 Find the average value of a function (p. 373) 8 31–34

5.5 1 Find indefinite integrals (p. 379) 1 14
2 Use properties of indefinite integrals (p. 380) 2, 3 19, 20, 35, 36
3 Solve differential equations involving growth and decay (p. 382) 4, 5 37, 38, 59, 60

5.6 1 Find an indefinite integral using substitution (p. 387) 1–5 39–41, 44, 45, 48, 51
2 Find a definite integral using substitution (p. 391) 6, 7 42, 43, 46, 47, 49, 50

51, 54, 55
3 Integrate even and odd functions (p. 393) 8, 9 25, 26
4 Solve differential equations: Newton’s Law of Cooling (p. 394) 10 58

REVIEW EXERCISES
1. Area Approximate the area under the graph of f (x) = 2x + 1

from 0 to 4 by finding sn and Sn for n = 4 and n = 8.

2. Area Approximate the area under the graph of f (x) = x2 from
0 to 8 by finding sn and Sn for n = 4 and n = 8 subintervals.

3. Area Find the area A under the graph of y = f (x) = 9 − x2

from 0 to 3 by using lower sums sn (rectangles that lie below the
graph of f ).

4. Area Find the area A under the graph of y = f (x) = 8 − 2x
from 0 to 4 using upper sums Sn (rectangles that lie above the
graph of f ).

5. Riemann Sums
(a) Find the Riemann sum of f (x) = x2 − 3x + 3 on the

closed interval [−1, 3] using a regular partition with four
subintervals and the numbers u1 = −1, u2 = 0, u3 = 2, and
u4 = 3.

(b) Find the Riemann sums of f by partitioning [−1, 3] into
n subintervals of equal length and choosing ui as the
right endpoint of the i th subinterval [xi−1, xi ]. Write the limit
of the Riemann sums as a definite integral. Do not
evaluate.

(c) Find the limit as n approaches ∞ of the Riemann sums found
in (b).

(d) Find the definite integral from (b) using the Fundamental
Theorem of Calculus. Compare the answer to the limit found
in (c).

6. Units of an Integral In the definite integral
∫ b

a
a(t) dt,

where a represents acceleration measured in meters per
second squared and t is measured in seconds, what are the units

of
∫ b

a
a(t) dt?

In Problems 7–10, find each derivative using the Fundamental
Theorem of Calculus.

7.
d

dx

∫ x

0

t2/3 sin t dt 8.
d

dx

∫ x

e

ln t dt

9.
d

dx

∫ 1

x2
tan t dt 10.

d

dx

∫ 2
√

x

a

t

t2 + 1
dt

In Problems 11–20, find each integral.

11.

∫ √
2

1

x−2 dx 12.

∫ e2

1

1

x
dx

13.

∫ 1

0

1

1 + x2
dx 14.

∫
1

x
√

x2 − 1
dx

15.

∫ ln 2

0

4ex dx 16.

∫ 2

0

(x2 − 3x + 2) dx

17.

∫ 4

1

2x dx 18.

∫ π/4

0

sec x tan x dx

19.

∫ (
1 + 2xex

x

)
dx 20.

∫
1

2
sin x dx

21. Interpreting an Integral The function v = v(t) is the speed v,

in kilometers per hour, of a train at a time t , in hours. Interpret the

integral
∫ 16

0
v(t) dt = 460.

22. Interpreting an Integral The function f is the rate of change
of the volume V of oil, in liters per hour, draining from a storage

tank at time t (in hours). Interpret the integral
∫ 2

0
f (t)dt = 100.
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x Preface

It is our hope that you can encourage your students to read the textbook, use its 
features, practice the problems, and get help as soon as they need it. Our desire is that 
we, as a team, can build a cadre of confident and successful calculus students ready to 
pursue their dreams and goals! 

Organizational Features That Set This Text Apart 

Appendix A is a brief review of topics that students might have forgotten, but are used 
throughout calculus. The content of Appendix A consists of material studied prior to the 
introduction of functions in precalculus. Although definitions, theorems, and examples are 
provided in Appendix A, this appendix includes no exercises. The purpose of Appendix A 
is to refresh the student’s memory of previously mastered concepts from prerequisite 
courses. You may wish to look at the content found in Appendix A. In particular, notice 
that summation notation, used in Chapter 5, is discussed in Section A.5

Chapter P deals with functions encountered in precalculus. It is designed either 
to be a quickly covered refresher at the beginning of the course or to be a just-in-time 
review used when needed. As such, the sections of Chapter P are lean and include only 
a limited number of practice problems that reinforce the reviewed topics. 

Chapter 1 is dedicated to limits and continuity. Although most of the chapter 
addresses the idea of a limit and methods of finding limits, we state the formal ε-δ 
definition of limit in Section 1. We also include an example that investigates how close x 
must be to c to ensure that the difference between f(x) and L is less than some prescribed 
number. But it is not until Section 6, after students are comfortable with the concept of 
a limit, the procedures of finding limits, and properties of limits, that the ε-δ definition 
of limit is repeated, discussed, and applied. 

The Derivative has been split into two chapters (Chapters 2 and 3). This allows us to 
expand the coverage of the derivative and avoid a chapter of unwieldy length. Chapter 2 
includes rates of change, the derivative as a function, and the Sum, Difference, Product, 
Quotient, and Simple Power rules for finding derivatives. It also contains derivatives of 
the exponential function and the trigonometric functions. 

Chapter 3 covers the Chain Rule, implicit differentiation, the derivative of 
logarithmic and hyperbolic functions, differentials and linear approximations, and the 
approximation of zeros of functions using Newton’s method. 

Notice that there is also a section on Taylor polynomials (Section 3.5). We feel that 
the logical place for Taylor polynomials is immediately after differentials and linear 
approximations. It is natural to ask, “If a linear approximation to a function ƒ near x = x

0
 

is good in a small interval surrounding x
0
, then does a higher degree polynomial provide 

a better approximation of a function f over a wider interval?”  

We begin Chapter 6, by finding the volume of a solid of revolution using the disk 
and washer method, followed by the shell method. We use both methods to solve several 
examples. This parallel approach enhances the student’s appreciation of which method 
to choose when asked to find a volume. Only then do we introduce the slicing method, 
which is a generalization of the disk and washer method. 

In Chapter 8, students are asked to recall the Taylor Polynomials studied earlier. 
The early exposure to the Taylor Polynomials serves two purposes here: First, it 
distinguishes a Taylor Polynomial from a Taylor Series; and second, it helps to make the 
idea of convergence of a Taylor Series easier to understand. 

In addition to Chapter 16, Differential Equations, we provide examples of differential 
equations throughout the text. They are first introduced in Chapter 4: Applications of 
the Derivative, along with antiderivatives (Section 4.8). Again, the placement is a logical 
consequence of the relationship between derivatives and antiderivatives. At this point 
the idea of boundary values is introduced.  Differential equations are revisited a second 
time in Chapter 5, The Integral, with the discussion of exponential growth (Section 5.5) 
and Newton’s Law of Cooling (Section 5.6). 
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Supplements

For Instructors
Instructor’s Solutions Manual
Single Variable ISBN: 1-4641-4267-X 
Multivariable ISBN: 1-4641-4266-1
Contains worked-out solutions to all exercises in the text.

Test Bank
Computerized (CD-ROM), ISBN: 1-4641-4272-6
Includes a comprehensive set of multiple-choice test items.

Instructor’s Resource Manual
ISBN: 1-4641-8659-6
Provides sample course outlines, suggested class time, key points, 
lecture material, discussion topics, class activities, worksheets, 
projects, and questions to accompany the dynamic figures.

Instructor’s Resource CD-ROM
ISBN: 1-4641-4274-2
Search and export all resources by key term or chapter. Includes 
text images, Instructor’s Solutions Manual, Instructor’s 
Resource Manual, and Test Bank.

For Students
Student Solutions Manual
Single Variable ISBN: 1-4641-4264-5 
Multivariable ISBN: 1-4641-4265-3 
Contains worked-out solutions to all odd-numbered exercises 
in the text.

Software Manuals
MapleTM and Mathematica® software manuals serve as basic 
introductions to popular mathematical software options.

Online Homework Options

W. H. Freeman’s new online homework 
system, LaunchPad, offers our quality 
content curated and organized for easy 

assignability in a simple but powerful interface. We’ve taken 
what we’ve learned from thousands of instructors and the 
hundreds of thousands of students to create a new generation of 
W. H. Freeman/Macmillan technology. 

Curated Units collect and organize videos, homework sets, 
dynamic figures, and e-book content to give instructors a course 
foundation to use as-is, or as a building block for their own 
learning units. Thousands of algorithmic exercises (with full 
algorithmic solutions) from the text can be assigned as online 
homework. Entire units worth of material and homework can 
be assigned in seconds drastically saving the amount of time it 
takes to get a course up and running. 

Easily customizable. Instructors can customize LaunchPad 
units by adding quizzes and other activities from our vast 
wealth of resources. Instructors can also add a discussion 
board, a dropbox, and RSS feed, with a few clicks, allowing 
instructors to customize the student experience as much or as 
little as they’d like.

Useful Analytics. The gradebook quickly and easily allows 
instructors to look up performance metrics for classes, 
individual students, and individual assignments. 

Intuitive interface and design. The student experience is 
simplified. Students navigation options and expectations are 
clearly laid out at all times ensuring they can never get lost in 
the system.

Assets integrated into LaunchPad include:

•	 Interactive e-Book: Every LaunchPad e-Book comes 
with powerful study tools for students, video and multimedia 
content, and easy customization for instructors. Students can 
search, highlight, and bookmark, making it easier to study 
and access key content. And instructors can make sure their 
class gets just the book they want to deliver: customize and 
rearrange chapters, add and share notes and discussions, and 
link to quizzes, activities, and other resources.

•	  LearningCurve provides students and 
instructors with powerful adaptive quizzing, a game-like format, 
direct links to the e-Book, and instant feedback. The quizzing 
system features questions tailored specifically to the text and 
adapts to students responses, providing material at different 
difficulty levels and topics based on student performance.

•	 Dynamic Figures: One hundred figures from the text have 
been recreated in a new interactive format for students and 
instructors to manipulate and explore, making the visual aspects 
and dimensions of calculus concepts easier to grasp. Brief tutorial 
videos accompany each figure and explain the concepts at work.

•	 CalcClips: These whiteboard tutorials provide animated 
and narrated step-by-step solutions to exercises that are based 
on key problems in the text.

•	  The SolutionMaster tool offers an 
easy-to-use web-based version of the instructor’s solutions, 
allowing instructors to generate a solution file for any set of 
homework exercises.

Other Online Homework Options

 www.webassign.net/freeman.com
WebAssign Premium integrates the book’s exercises into the 
world’s most popular and trusted online homework system, making 
it easy to assign algorithmically generated homework and quizzes. 
Algorithmic exercises offer the instructor optional algorithmic 
solutions. WebAssign Premium also offers access to resources, 
including Dynamic Figures, CalcClips whiteboard videos, 
tutorials, and “Show My Work” feature. In addition, WebAssign 
Premium is available with a fully customizable e-Book option that 
includes links to interactive applets and projects.

WeBWorK  webwork.maa.org
W. H. Freeman offers thousands of algorithmically generated 
questions (with full solutions) though this free, open-source 
online homework system at the University of Rochester. 
Adopters also have access to a shared national library test 
bank with thousands of additional questions, including 1,500 
problem sets matched to the book’s table of contents.

xiv
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Applications Index

Note: Italics indicates Example. 

Acoustics
Configuring microphones, 692 
Sound level of a leafblower, 230 
Vibrating strings, 839

Aerodynamics
Air resistance, 1072

Aeronautics
Direction of an airplane, 717
Paths of spacecraft, 743 
Position of aircraft, 713
Speed and direction of aircraft, 703, 

710, 722
Speed and direction of a bird, 722

Agriculture
Crop yields and fertilizer, 21, 281 
Field enclosure, 898
Irrigation ditches, 889
Rate of a growing fruit on a tree, 153

Archaeology
Age of a fossil, 384
Amount of carbon left in ancient man 

found in ice, 386
Carbon dating of early human fossilized 

remains, 201
Architecture

Window design, 327
Concrete needed to build a cooling 

tower, 469
Area

of a sphere, 684
of an enclosed region, 678–681,  

683–684, 692
Art

Rate of change in its value, 183
Astronomy

Brightness of stars, 844 
Density of a star, 971 
Escape speed, 1008
Event Horizon of a Black Hole, 262 
Modeling an asteroid, 962
Motion of planets, 804 
Orbit of a comet, 689 
Orbit of Mercury, 689 
Planetary orbit, 688, 804
Searching for exoplanets, 861

Biology	
Air flowing through a windpipe, 271 
Bacterial growth, 1071
Chemical flow through bodies, 874 
Yeast biomass as function of time, 296

Business	
Cost

of a box, 898
of manufacturing, 12, 14, 898 
of materials, 889, 890, 895
of natural gas, 104 
of production, 14
of removing pollutants from a lake, 

128
postal rates per ounce, 80, 104 

Manufacturing, 261, 886, 898 
Maximizing profit, 887, 890, 898,  

900–901
Minimizing cost, 901 
Production of ball bearings, 234 
Product production, 818, 857 
Profit generated by unnamed 

technology, 296
Revenue of an unnamed commodity, 195 
Sales, 153, 1069, 1071

Chemistry
Chemical reactions, 328 
Crystals (structure of), 714, 698 
Decomposition, 386
Decomposition reactions, 124, 129 
Decrease of mass (glucose), 150 
Energy within a system, 376 
Growth of bacteria, 383, 385–386 
Mixtures, 1087, 1096
Radioactive decay, 385, 386, 402, 1094 
Salt solutions, 386

Communications	
Rate of texting, 1071
Speed of a telephone call, 328

Computers
Graphics, 713

Construction
Minimizing cost, 327 
of a box, 889
of a dam, 922
of a rain gutter, 270
of building a fence, 325 
Supporting beam of a wall, 326

Decorating
Christmas lights, 249, 274

Demographics	
Population growth, 253, 1087–1088, 

1096
U.S. citizens, no High School  

diploma, 23
of a rare bird species, 535

Design	
Maximizing plot of land, 325 
of a cylinder, 898

of a play area, 320 
Ski slope, 443

Distance
Between cities, 670 
Height of a building, 238
of an unnamed object, 260, 282, 286, 

487, 519, 535
Traveled by a bee, 238
Traveled by a dropped ball, 560, 564 
Traveled by motorcycle, 342

Economics	
Cobb-Douglas Model, 838, 898 
Demand equations, 153, 183 
Margin of productivity, 839
Market penetration of smartphones, 207 
Mean earnings for workers 18 years and 

older, 207
Price of tablets, 220
Production rates of unnamed commodities, 

220
Rate of productivity, 833 
U.S. Budget, 297
U.S. Economy, 342

Education
Learning curve, 220
Student rating of faculty, 207 
Test Scores, 80

Electricity
Current in RL circuit, 307 
Density of a current in a wire, 184 
Drop in voltage, 386
Electrical charge, 732, 818, 1088 
Electrical current, 162
Electrical field, 398, 818, 874 
Electrical potential, 818 
Flow over a cylinder, 1037 
Height of a cable, 274 
Kirchhoff’s Law, 1088
Magnetic effect on a TV, 1071 
Magnetic fields, 818 
Magnetism 

of a cord, 733
of electrical charge, 732 
of electrical current, 733

Parallel circuits, 848 
Potential, 873, 874, 
Rates of change for current, 177 
Resistance, 207, 848, 860

Electronics
Circuitry, 1072
Energy stored in a capacitor, 552 
How calculators calculate, 634
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Energy
Nuclear chain reactions, 552 
Solar, 878

Engineering
Amount of earth removed for a train  

to pass, 519
Bridges (St. Louis Arch), 249 
Cable length, 444
Distribution of structural forces, 376 
Electrical currents, 531
Electrical theory, 531
Length of hanging piece of rope, 444 
Measuring ice depths, 901
River management, 403 
Suspension, 246, 249
Wearing down of ball bearing, 233

Entertainment
Cable subscriptions, 326

Environment
Air quality, 1088 
Disposal of pollutant, 143 
Melting ice caps, 1096 
Oil leakage, 261
Pollution in Gulf of Mexico, 1077

Farming
Field enclosure, 319

Finance
Consumer consumption, 564 
Cost 

of fuel, 273, 889 
of health care, 412 
of labor, 890
of mailing packages, 889 
of mobile phone plans, 817 
of natural gas, 92
of removing pollutant from  

a lake, 182
of water, 92, 104 

Diminishing returns, 564 
Flow of currency, 1088 
Maximizing profits, 342 
Present value of an unnamed  

currency, 531 
Price of wine, 326
Projected business revenues, 191 
Revenue maximization, 325 
Sale of stereos, 342
Sales of an unnamed object, 293 
Tax rates, 274

Force (Hydrostatic)
Gasoline in a tank, 456, 469 
in a swimming pool, 456
in a trapezoid, 469 
in a trough, 456
in a water tank, 469 
on a dam, 456, 469 
on a floodgate, 456 
on a submarine, 456

in an oil tank, 456 
Resultant, 455–456

Forensic Sciences
Change in body temperature following 

death 398, 402
Geography

Longitude and latitude, 960
Geometry

Area 
of a circle, 155, 162, 377 
of a disk, 238
of a rectangle, 260, 327, 342
of a triangle, 191, 469, 731, 847, 848 
of an ellipse, 1011, 1055
enclosed by parabola, 970 
of a parallelogram, 728, 731

Centroid, 1029 
Cone volume, 327
Cube (volume of), 239, 252, 259 
Cylinder (volume of), 238
Density of an unnamed object, 377 
Dimensions of a box, 898 
Dimensions of a rectangle, 322, 325 
Equation of a line, 831, 860 
Finding the center of a sphere, 962 
Fractals, 564
Maximizing area of a triangle, 325 
Parallelepiped (vectors), 714 
Right triangle (area of), 352
of a river channel, 519 
Snow ball (volume of), 260 
Sphere (radius of), 260
Sphere (volume of), 238, 259
Surface area, 938, 940, 967, 968, 970, 

1025–1026 
of a balloon, 256, 260 
of a bead, 661, 684
of a box, 818
of a catenoid, 660 
of a circle, 970
of a cone, 660, 970
of a cylinder, 981, 989 
of a dome, 940
of a helicoid, 1026 
of a hemisphere, 940 
of a horn, 660
of a paraboloid, 940, 970, 1056 
of a plane, 939, 940
of a plug, 661, 684 
of a pond, 519
of a searchlight reflector, 660 
of a sphere, 260, 660, 939, 941 
of a torus, 1024, 1026
of an unnamed solid, 658–659, 660, 

682, 692
Tetrahedron (vectors), 714 
Trapezoid (area of), 352 
Triangle (area of), 260, 263, 327

Triangle (dimensions of), 260 
Volume

of area removed from a sphere,  
438

of a box, 898
of a circle drilled in sphere, 956 
of a cone, 434, 438, 469, 1045 
of a cube, 153
of a cylinder, 153, 438, 844, 847, 898, 

926, 947, 971
of a liquid, 922
of a mountain, 955
of a paraboloid, 926, 968, 970 
of a parallelepiped, 732, 1045 
of a pyramid, 435, 437	
of a silo, 848
of a solid, 469, 901, 909, 911, 919, 

921, 923, 928, 929, 944, 948, 949, 
953, 955, 959, 961, 968, 970

of a sphere, 162, 928, 961, 971 
of a spherical cap, 962
of a tetrahedron, 922, 970 
of a wedge removed from  

a cylinder, 437
of an ellipsoid, 949, 970 
of ice, 857
of intersecting pipes, 438, 956
of water in a bowl, 437 
of water in a glass, 437 
of water in a tank, 929

Health	
Body mass index, 239 
Human respiration rate, 153
Spread of an epidemic, 1085, 1087

Investment
Price of stocks, 564 
Compound interest, 229 
in CD’s, 230

Mass
center of, 955, 961, 970 
intersection of two rods, 955 
of a cone, 1055
of a cube, 949
of a cylinder, 949, 955 
of fluid, 1040
of a plane, 932
of a solid, 935, 955, 961, 
of a sphere, 955, 959, 961, 1037 
of a square, 934
of a tetrahedron, 945, 949 
of a triangle, 931, 934
of a washer, 935
of a wire, 980, 988, 989 

Medicine 
Drug concentration, 183, 327, 361, 1071 
Drug reaction, 531, 889
Radiation from x-rays, 338 
Spread of a disease, 296, 564
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Meteorology
Atmospheric pressure, 162, 207 
Heat index, 817
Modeling a tornado, 1056 
Temperature zones, 817

Military
Path of a falling bomb, 171

Miscellaneous
Area of ground illuminated by  

a light, 328
Baking a potato, 102
Carrying a pipe around a corner, 328 
Density of an object, 848 
Fashioning a metal box, 319
Human intelligence, 629
Man walking in relation to the height of 

a tower, 260
Maximizing carry-on luggage, 898 
Maximizing the volume of a box,  

325, 341
Metal detectors, 890
Minimizing distance between two 

numbers, 327
Minimizing the surface area of a box, 325 
Optimal dimensions for a can, 327 
Optimal viewing angle for art on  

a wall, 327
Optimal wire length, 327 
Path between two homes, 326 
Weight lifting, 731

Motion
of a ball, 23, 179, 182, 338, 794 
of a bullet, 206
of a car, 207, 791
of a dropped rock, 338
of a golf ball, 794 
of hailstones, 207
of a harmonic spring, 129 
of a hydrogen atom, 795 
of an elevator, 184
of the Lunar Module, 196 
of ocean waves, 191
of a pendulum, 1, 7, 32, 207, 238, 252 
of a person walking and jogging, 152 
of a piston in an automobile, 209
of a projectile, 274, 444, 650, 800,  

801, 872
of a rocket, 398, 1072 
of a spring, 37
of a subway train, 152 
of a thrown rock, 335 
of a train, 646
of an unnamed object, 112, 115, 182, 

191, 195, 206–207, 220, 338, 367
of a wave, 857
of a weight on a string, 189, 191, 208 
of water down a hill, 873
Path of a satellite in orbit, 818

Navigation
Steering a boat, 722 
Tracking an airplane, 262 
Tracking a rocket, 261

Optics
Intensity of a light, 274 
Light intensity, 327
Light passing through different 

materials, 324
Mirrors, 552

Photography
Camera distance calculation, 129, 239

Physics
Air resistance on a falling object, 

398–399
Bodies in free fall, 341 
Braking load, 722 
Compressibility of gas, 220
Effect of elevation on weight, 238 
Flow of liquid, 1034, 1035, 1036,  

1037, 1056
Force 

acting on a car, 807
acting on person in a car, 795 
of an object dragged along the 

ground, 328
on an unnamed object, 518
needed to keep vehicle from skidding, 

788, 794
Force fields, 1003, 1005, 1007, 1015, 

1043
Frictional force, 1071
Gravitation/gravitational fields, 531, 

818, 848, 874, 962, 977 
Gravity (on Europa), 104 
Harmonic motion, 274
Inertia, 338, 933, 935, 946, 949, 953, 

954, 955, 961, 962, 970, 1015
Ideal Gas Law, 857 
Kepler’s Laws, 804, 807, 
Newton’s Law of Cooling, 1071 
Newton’s Law of Heating, 1071 
Potential of gravity, 874
Potential of magnets, 531 
Proton in a particle collider, 794
Repelling charged particles, 1007 
Snell’s Law, 848
Specific gravity of a sphere, 239 
Speed of a thrown ball, 338 
Speed of light, 629 
Thermodynamics, 818, 838 
Trajectory

of a baseball, 646 
of a football, 646

Velocity
of a ball, 153
of a box sliding down an inclined 

plane, 341

of a circular disk, 208 
of a falling object, 151
of a falling rock, 145, 147, 153 
of a liquid through a tube, 171 
of a thrown object, 102
of an automobile, 153, 162
of an unnamed object, 170, 184, 328

Water pressure against the glass of an 
aquarium, 495

Work
done by a chain, 451
done by a pulled rope, 446
done by a pump, 448– 449, 451–452, 
done by an electrical charge, 452 
done by gravity on an unwinding 

cable, 451
done by horse pulling plow, 732 
done by unnamed force, 1055 
done to pull ore from a mine, 469 
done to raise an anchor, 469 
needed to lift a bucket, 451– 452 
needed to lift a rocket off the  

Earth, 452
needed to move a piston, 452 
of an expanding gas, 452 
pulling a cart, 713
pulling a wagon, 714, 722 
pulling crates, 723 
pushing lawnmower, 721 
Ramp, 722
Tension in a cable, 714 
to lift an elevator, 451 
Tug of war, 714
Using a wrench, 731

Population
Growth, 162, 183, 385–386, 402 
of endangered bald eagles, 129 
of insects, 128, 385
of the United States, 296 
of wolves, 306
Stocking a lake with fish, 552, 564

Probability
Coin flips, 564

Production
of cylindrical containers, 321, 325

Rate
Blood flow through an artery, 171 
Change in light intensity on surface, 183 
Change in light intensity through 

sunglasses, 192
Change in luminosity of the Sun,  

171, 238
Change in the inclination of a ladder as 

it slips from a wall, 260–261
Change of angle of mirror as it slips on 

a wood floor, 191
Change of density in a diver’s body 

under water, 183

Applications Index
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Change of gas pressure in a can, 183 
Falling water level in cone, 260
of a baseball passing third base, 260 
of a person rowing a boat, 326
of a person walking, 261
of a pile of sand increasing, 260 
of a rumor spreading, 1087, 1096 
of a turning searchlight, 262
of an unnamed object, 333
of change in a melting snowball, 340 
of change in the angle of a rising 

balloon, 262
of corporate sales, 361, 367 
of flowing water, 1072, 1081 
of gas pressure changing, 261
of heated metal plate expansion, 261 
of helium leaking from a balloon, 367 
of miles per gallon, 326
of string being pulled by a kite, 261
of water being added to a reservoir, 367 
of water released from a dam, 402
of weight change of an unnamed object 

in outer space, 262
Water leaking out of a pool, 171

Speed
Kinetic energy of an object approaching 

the speed of light, 130
of an aircraft, 105, 340, 713, 714 
of a boat approaching a pier, 258 
of a car 278, 282, 338, 377
of a child’s lengthening shadow, 261 
of a decelerating car, 334, 338
of a downhill skier, 338
of a falcon moving away from its 

trainer, 261
of a person in a parachute, 1080

of a person riding a Ferris wheel, 261 
of a rising container pulled by  

a pulley, 261
of a rotating lighthouse beacon, 340
of a shadow moving along a dome, 262 
of a shadow moving along a wall, 263 
of a skydiver, 306, 1087
of a train, 263 
of a truck, 274
of a turning police searchlight, 262 
of an unnamed object, 367, 377–378, 

713, 730, 731, 1087
of elevator and delivery truck moving 

away from one another, 261
of engine pistons, 262
of falling hailstones, 129 
of Mars orbiter, 794
of moving radar beam, 261
of rotation of lighthouse beacon,  

259, 261
of satellite in orbit, 788 
of sound, 839
of two vehicles moving towards one 

another, 261
of wind, 714

Sports
Baseball (bat’s center of mass), 465 
Baseball (ERA), 817
Basketball (field goal percentage), 817 
Golf (motion of a ball), 274
Golf (radius of water ripple if ball lands 

in a pond), 255
High jump on the Moon, 338 
Mountaineering, 874
Races, 564 
Swimming, 700, 722

Temperature
Along an unnamed point, 818 
Boyle’s Law, 860
Change in, 397, 832, 873, 874 
Cooling time of a non–specific  

object, 128
Cooling time of a pie, 398 
Distribution, 838, 839 
Kinetic energy of gas, 92
of a metal plate, 868, 872, 900 
of a rod, 376
of a sphere, 898
of an unnamed object, 395 
Readings on a thermometer, 398

Volume
Change in volume of an open box, 262 
of a ball, 239
of a balloon, 238 
of a paper cup, 238
of a rain gutter, 327
of a tree trunk cut into logs, 513 
of a trough, 327
of an unnamed revolving solid object, 

478–479, 487, 495, 507, 519, 526, 
531, 535

of expanding gas, 518 
of gasoline in a tank, 3 
of liquid in a cone, 20
of motor oil in a pan, 239 
of water in a reservoir, 519
Rising water level in a cone, 260 
Rising water level in a swimming pool, 

257, 260
Rising water level in a tank, 260

Weather
Rainfall measurement, 376

Applications Index
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P Preparing for Calculus
P.1 Functions and Their Graphs

P.2 Library of Functions;
Mathematical Modeling

P.3 Operations on Functions;
Graphing Techniques

P.4 Inverse Functions

P.5 Exponential and Logarithmic
Functions

P.6 Trigonometric Functions

P.7 Inverse Trigonometric Functions

P.8 Technology Used in Calculus

Until now, the mathematics you have encountered has centered mainly on algebra,
geometry, and trigonometry. These subjects have a long history, well over 2000

years. But calculus is relatively new; it was developed less than 400 years ago.

Calculus deals with change and how the change in one quantity affects other
quantities. Fundamental to these ideas are functions and their properties.

In Chapter P, we discuss many of the functions used in calculus. We also provide
a review of techniques from precalculus used to obtain the graphs of functions and to
transform known functions into new functions.

Your instructor may choose to cover all or part of the chapter. Regardless, throughout
the text, you will see the NEED TO REVIEW? marginal notes. They reference specific topics,
often discussed in Chapter P.

1
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2 Chapter P • Preparing for Calculus

P.1 Functions and Their Graphs
OBJECTIVES When you finish this section, you should be able to:

1 Evaluate a function (p. 3)

2 Find the domain of a function (p. 4)

3 Identify the graph of a function (p. 5)

4 Analyze a piecewise-defined function (p. 7)

5 Obtain information from or about the graph of a function (p. 7)

6 Use properties of functions (p. 9)

7 Find the average rate of change of a function (p. 11)

Often there are situations where one variable is somehow linked to another variable. For
example, the price of a gallon of gas is linked to the price of a barrel of oil. A person
can be associated to her telephone number(s). The volume V of a sphere depends on its
radius R. The force F exerted by an object corresponds to its acceleration a. These are
examples of a relation, a correspondence between two sets called the domain and the
range. If x is an element of the domain and y is an element of the range, and if a relation
exists from x to y, then we say that y corresponds to x or that y depends on x , and we
write x → y. It is often helpful to think of x as the input and y as the output of the
relation. See Figure 1.

output

input

x
2

x
4x

1 x
3

y
4

y
3

y
1

y
2

Relation
x → y

Figure 1

Suppose an astronaut standing on the moon throws a rock 20 meters up and starts a
stopwatch as the rock begins to fall back down. If x represents the number of seconds
on the stopwatch and if y represents the altitude of the rock at that time, then there is a
relation between time x and altitude y. If the altitude of the rock is measured at x = 1,
2, 2.5, 3, 4, and 5 seconds, then the altitude is approximately y = 19.2, 16.8, 15, 12.8,
7.2, and 0 meters, respectively.

The astronaut could express this relation numerically, graphically, or algebraically.
The relation can be expressed by a table of numbers (see Table 1) or by the set of ordered
pairs {(0, 20), (1, 19.2), (2, 16.8), (2.5, 15), (3, 12.8), (4, 7.2), (5, 0)}, where the first
element of each pair denotes the time x and the second element denotes the altitude y.

The relation also can be expressed visually, using either a graph, as in Figure 2, or a map,
as in Figure 3. Finally, the relation can be expressed algebraically using the formula

y = 20 − 0.8x2

TABLE 1

Time, x Altitude, y
(in seconds) (in meters)

0 20
1 19.2
2 16.8
2.5 15
3 12.8
4 7.2
5 0

(5, 0)

(4, 7.2)

(3, 12.8)

(2.5, 15)

(2, 16.8)

(0, 20)
(1, 19.2)

20

y

A
lt

it
u
d
e 

(m
et

er
s)

x 

Time (seconds)
642

15

10

5

Time
(seconds)

Altitude
(meters)

X Y

0 20

19.2

16.8
15

12.8
7.2

0

1
2

3

4

5

2.5

Figure 2 Figure 3

NOTE Not every relation is a function.
If any element x in the set X
corresponds to more than one element
y in the set Y , then the relation is not a
function.

In this example, notice that if X is the set of times from 0 to 5 seconds and Y is the
set of altitudes from 0 to 20 meters, then each element of X corresponds to one and only
one element of Y . Each given time value yields a unique, that is, exactly one, altitude
value. Any relation with this property is called a function from X into Y .
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Section P.1 • Functions and Their Graphs 3

DEFINITION Function

Let X and Y be two nonempty sets.∗ A function f from X into Y is a relation that
associates with each element of X exactly one element of Y .

X Y

x

Domain Range

y

Figure 4

The set X is called the domain of the function. For each element x in X , the
corresponding element y in Y is called the value of the function at x, or the image
of x . The set of all the images of the elements in the domain is called the range of
the function. Since there may be elements in Y that are not images of any x in X , the
range of a function is a subset of Y . See Figure 4.

1 Evaluate a Function
Functions are often denoted by letters such as f , F , g, and so on. If f is a function, then
for each element x in the domain, the corresponding image in the range is denoted by the
symbol f (x), read “ f of x .” f (x) is called the value of f at x . The variable x is called
the independent variable or the argument because it can be assigned any element from
the domain, while the variable y is called the dependent variable, because its value
depends on x .

EXAMPLE 1 Evaluating a Function

For the function f defined by f (x) = 2x2 − 3x , find:

(a) f (5) (b) f (x + h) (c) f (x + h) − f (x) (d)
f (x + h) − f (x)

h
, h �= 0

Solution (a) f (5) = 2(5)2 − 3(5) = 50 − 15 = 35

(b) The function f (x) = 2x2 − 3x gives us a rule to follow. To find f (x + h), expand
(x + h)2, multiply the result by 2, and then subtract the product of 3 and (x + h).

f (x + h) = 2(x + h)2 − 3(x + h) = 2(x2 + 2hx + h2) − 3x − 3h
↑

In f ( x) replace x by x + h

= 2x2 + 4hx + 2h2 − 3x − 3h

(c) f (x + h) − f (x) = [2x2 + 4hx + 2h2 − 3x − 3h] − [2x2 − 3x] = 4hx + 2h2 − 3h

(d)
f (x + h) − f (x)

h
= 4hx + 2h2 − 3h

h
= h[4x + 2h − 3]

h
= 4x + 2h − 3
↑

h �= 0; divide out h

■

The expression in (d) is called the difference quotient of f . Difference quotients
occur frequently in calculus, as we will see in Chapters 2 and 3.

NOW WORK Problems 13 and 23.

L

r

Depth
stick

h

Figure 5

EXAMPLE 2 Finding the Amount of Gasoline in a Tank

A Shell station stores its gasoline in an underground tank that is a right circular cylinder
lying on its side. The volume V of gasoline in the tank (in gallons) is given by the formula

V (h) = 40h2

√
96

h
− 0.608

where h is the height (in inches) of the gasoline as measured on a depth stick. See
Figure 5.

∗The sets X and Y will usually be sets of real numbers, defining a real function. The two sets
could also be sets of complex numbers, defining a complex function, or X could be a set of real
numbers and Y a set of vectors, defining a vector-valued function. In the broad definition, X
and Y can be any two sets.
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(a) If h = 12 inches, how many gallons of gasoline are in the tank?

(b) If h = 1 inch, how many gallons of gasoline are in the tank?

Solution (a) We evaluate V when h = 12.

V (12) = 40(12)2

√
96

12
− 0.608 = 40 · 144

√
8 − 0.608 = 5760

√
7.392 ≈ 15,660

There are about 15,660 gallons of gasoline in the tank when the height of the gasoline
in the tank is 12 inches.

(b) Evaluate V when h = 1.

V (1) = 40(1)2

√
96

1
− 0.608 = 40

√
96 − 0.608 = 40

√
95.392 ≈ 391

There are about 391 gallons of gasoline in the tank when the height of the gasoline in
the tank is 1 inch. ■

Implicit Form of a Function
In general, a function f defined by an equation in x and y is said to be given implicitly.
If it is possible to solve the equation for y in terms of x , then we write y = f (x) and say
the function is given explicitly. For example,

Implicit Form Explicit Form
x2 − y = 6 y = f (x) = x2 − 6

xy = 4 y = g(x) = 4

x

2 Find the Domain of a Function
In applications, the domain of a function is sometimes specified. For example, we might
be interested in the population of a city from 1990 to 2012. The domain of the function
is time, in years, and is restricted to the interval [1990, 2012]. Other times the domain is
restricted by the context of the function itself. For example, the volume V of a sphere,

given by the function V = 4

3
π R3, makes sense only if the radius R is greater than 0. But

often the domain of a function f is not specified; only the formula defining the function
is given. In such cases, the domain of f is the largest set of real numbers for which the
value f (x) is defined and is a real number.

EXAMPLE 3 Finding the Domain of a Function

Find the domain of each of the following functions:

(a) f (x) = x2 + 5x (b) g(x) = 3x

x2 − 4

(c) h(t) = √
4 − 3t (d) F(u) = 5u√

u2 − 1

Solution (a) Since f (x) = x2 + 5x is defined for any real number x , the domain
of f is the set of all real numbers.

(b) Since division by zero is not defined, x2 −4 cannot be 0, that is, x �= −2 and x �= 2.

The function g(x) = 3x

x2 − 4
is defined for any real number except x = −2 and x = 2.

So, the domain of g is the set of real numbers {x |x �= −2, x �= 2}.

NEED TO REVIEW? Solving inequalities
is discussed in Appendix A.1, pp. A-5 to
A-8.

(c) Since the square root of a negative number is not a real number, the value of 4 − 3t

must be nonnegative. The solution of the inequality 4 − 3t ≥ 0 is t ≤ 4

3
, so the domain

of h is the set of real numbers

{
t |t ≤ 4

3

}
or the interval

(
−∞,

4

3

]
.
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(d) Since the square root is in the denominator, the value of u2 − 1 must be not only
nonnegative, it also cannot equal zero. That is, u2 − 1 > 0. The solution of the
inequality u2 − 1 > 0 is the set of real numbers {u|u < −1} ∪ {u|u > 1} or the
set (−∞, −1) ∪ (1, ∞). ■

NEED TO REVIEW? Interval notation
is discussed in Appendix A.1, p. A-5.

If x is in the domain of a function f , we say that f is defined at x, or f (x) exists.
If x is not in the domain of f , we say that f is not defined at x, or f (x) does not
exist. The domain of a function is expressed using inequalities, interval notation, set
notation, or words, whichever is most convenient. Notice the various ways the domain
was expressed in the solution to Example 3.

NOW WORK Problem 17.

3 Identify the Graph of a Function
In applications, often a graph reveals the relationship between two variables more clearly
than an equation. For example, Table 2 shows the average price of gasoline at a particular
gas station in Texas (for the years 1980–2012 adjusted for inflation, based on 2008
dollars). If we plot these data and then connect the points, we obtain Figure 6.

TABLE 2

Year Price Year Price Year Price

1980 3.41 1991 1.90 2002 1.86
1981 3.26 1992 1.82 2003 1.79
1982 3.15 1993 1.70 2004 2.13
1983 2.51 1994 1.85 2005 2.60
1984 2.51 1995 1.68 2006 2.62
1985 2.46 1996 1.87 2007 3.29
1986 1.63 1997 1.65 2008 2.10
1987 1.90 1998 1.50 2009 2.45
1988 1.77 1999 1.73 2010 2.97
1989 1.83 2000 1.85 2011 3.80
1990 2.25 2001 1.40 2012 3.91

Source: http://www.randomuseless.info/gasprice/gasprice.html

2010200820062004200220001998199619941992199019881986198419821980 2012
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Source: http://www.randomuseless.info/gasprice/gasprice.html

Average retail price of gasoline (2008 dollars)

Figure 6

NEED TO REVIEW? The graph of an
equation is discussed in Appendix A.3,
pp. A-16 to A-20.

The graph shows that for each date on the horizontal axis there is only one price on
the vertical axis. So, the graph represents a function, although the rule for determining
the price from the year is not given.

When a function is defined by an equation in x and y, the graph of the function is
the set of points (x, y) in the xy-plane that satisfy the equation.

http://www.randomuseless.info/gasprice/gasprice.html
http://www.randomuseless.info/gasprice/gasprice.html
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But not every collection of points in the xy-plane represents the graph of a function.
Recall that a relation is a function only if each element x in the domain corresponds to
exactly one image y in the range. This means the graph of a function never contains two
points with the same x-coordinate and different y-coordinates. Compare the graphs in
Figures 7 and 8. In Figure 7 every number x is associated with exactly one number y,

but in Figure 8 some numbers x are associated with three numbers y. Figure 7 shows
the graph of a function; Figure 8 shows a graph that is not the graph of a function.

y

x

Figure 7 Function: Exactly one y for
each x . Every vertical line intersects the
graph in at most one point.

(c, y
1
)

(c, y
2
)

(c, y
3
)

c x 

y

Figure 8 Not a function: x = c has 3 y’s
associated with it. The vertical line x = c
intersects the graph in three points.

For a graph to be a graph of a function, it must satisfy the Vertical-line Test.

NOTE The phrase ``if and only if''
means the concepts on each side of the
phrase are equivalent. That is, they
have the same meaning.

THEOREM Vertical-line Test

A set of points in the xy-plane is the graph of a function if and only if every vertical
line intersects the graph in at most one point.

EXAMPLE 4 Identifying the Graph of a Function

Which graphs in Figure 9 represent the graph of a function?

(1, �1)

(1, 1)

y

x3

6

(a)  y � x2
x2 � 3  if x � 1

0           if x � 1

x � 2    if x � 1   
(e)  f (x) �

�3

x2�2

y

x4

4

(b)  y � x3

�4

�4

y
4

�4

y

x1

1

(d)  x2 � y2 � 1

�1

�1

y

x6

3

(c)  x � y2

�3

Figure 9

Solution The graphs in Figure 9(a), 9(b), and 9(e) are graphs of functions because every
vertical line intersects each graph in at most one point. The graphs in Figure 9(c) and
9(d) are not graphs of functions, because there is a vertical line that intersects each graph
in more than one point. ■

NOW WORK Problems 31(a) and (b).

Notice that although the graph in Figure 9(e) represents a function, it looks different
from the graphs in (a) and (b). The graph consists of two pieces plus a point and they
are not connected. Also notice that different equations describe different pieces of the
graph. Functions with graphs similar to the one in Figure 9(e) are called piecewise-defined
functions.
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4 Analyze a Piecewise-Defined Function
Sometimes a function is defined differently on different parts of its domain. For example,
the absolute value function f (x) = | x | is actually defined by two equations: f (x) = x
if x ≥ 0 and f (x) = −x if x < 0. These equations are usually combined into one
expression as

f (x) = |x | =
{

x if x ≥ 0
−x if x < 0

Figure 10 shows the graph of the absolute value function. Notice that the graph of f
satisfies the Vertical-line Test.

31 2 x�3 �1�2

3

y

2

1(�1, 1) (1, 1)

(2, 2)

Figure 10 f (x) = |x | When a function is defined by different equations on different parts of its domain,
it is called a piecewise-defined function.

EXAMPLE 5 Analyzing a Piecewise-Defined Function

The function f is defined as

f (x) =

⎧
⎪⎨
⎪⎩

0 if x < 0

10 if 0 ≤ x ≤ 100

0.2x − 10 if x > 100

(a) Evaluate f (−1), f (100), and f (200).

(b) Graph f.

(c) Find the domain, range, and the x- and y-intercepts of f.

Solution (a) f (−1) = 0; f (100) = 10; f (200) = 0.2(200) − 10 = 30

RECALL x-intercepts are numbers on
the x-axis at which a graph touches or
crosses the x-axis.

(b) The graph of f consists of three pieces corresponding to each equation in the
definition. The graph is the horizontal line y = 0 on the interval (−∞, 0), the horizontal
line y = 10 on the interval [0, 100], and the line y = 0.2x −10 on the interval (100, ∞),
as shown in Figure 11.

(c) f is a piecewise-defined function. Look at the values that x can take on: x < 0,

0 ≤ x ≤ 100, x > 100. We conclude the domain of f is all real numbers. The range of
f is the number 0 and all real numbers greater than or equal to 10. The x-intercepts are
all the numbers in the interval (−∞, 0); the y-intercept is 10. ■

(200, 30)

(100, 10)

0

10

0.2x � 10

if x � 0

if 0 ≤ x ≤ 100

if x � 100   
f (x) �

200100

y

x

40

30

20

10

Figure 11

(0, 4)

(π, �4) (3π, �4)

(4π, 4)(2π, 4)

y
Bob at rest

�4

�2

2

4

y

x

(� , 0)2
π

(� , 0)2
3π (� , 0)2

7π

(� , 0)2
5π

Figure 12

NOW WORK Problem 33.

5 Obtain Information from or about the Graph of a Function
The graph of a function provides a great deal of information about the function. Reading
and interpreting graphs is an essential skill for calculus.

EXAMPLE 6 Obtaining Information from the Graph of a Function

The graph of y = f (x) is given in Figure 12. (x might represent time and y might
represent the distance of the bob of a pendulum from its at-rest position. Negative values
of y would indicate that the bob is to the left of its at-rest position; positive values of y
would mean that the bob is to the right of its at-rest position.)

(a) What are f (0), f

(
3π

2

)
, and f (3π)?

(b) What is the domain of f ?

(c) What is the range of f ?

(d) List the intercepts of the graph.

(e) How many times does the line y = 2 intersect the graph of f ?

(f) For what values of x does f (x) = −4?

(g) For what values of x is f (x) > 0?
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Solution (a) Since the point (0, 4) is on the graph of f , the y-coordinate 4 is the value

of f at 0; that is, f (0) = 4. Similarly, when x = 3π

2
, then y = 0, so f

(
3π

2

)
= 0, and

when x = 3π , then y = −4, so f (3π) = −4.

(b) The points on the graph of f have x-coordinates between 0 and 4π inclusive. The
domain of f is {x |0 ≤ x ≤ 4π} or the closed interval [0, 4π ].

(c) Every point on the graph of f has a y-coordinate between −4 and 4 inclusive. The
range of f is {y|−4 ≤ y ≤ 4} or the closed interval [−4, 4].

(d) The intercepts of the graph of f are (0, 4),
(π

2
, 0

)
,

(
3π

2
, 0

)
,

(
5π

2
, 0

)
, and

(
7π

2
, 0

)
.

(e) Draw the graph of the line y = 2 on the same set of coordinate axes as the graph
of f . The line intersects the graph of f four times.

RECALL Intercepts are points at which
a graph crosses or touches a coordinate
axis.

(f) Find points on the graph of f for which y = f (x) = −4; there are two such points:
(π, −4) and (3π, −4). So f (x) = −4 when x = π and when x = 3π .

(g) f (x) > 0 when the y-coordinate of a point (x, y) on the graph of f is positive. This

occurs when x is in the set
[
0,

π

2

)
∪

(
3π

2
,

5π

2

)
∪

(
7π

2
, 4π

]
. ■

NOW WORK Problems 37, 39, 41, 43, 45, 47, and 49.

EXAMPLE 7 Obtaining Information about the Graph of a Function

Consider the function f (x) = x + 1

x + 2
.

(a) What is the domain of f ?

(b) Is the point

(
1,

1

2

)
on the graph of f ?

(c) If x = 2, what is f (x)? What is the corresponding point on the graph of f ?

(d) If f (x) = 2, what is x? What is the corresponding point on the graph of f ?

(e) What are the x-intercepts of the graph of f (if any)? What point(s) on the graph of
f correspond(s) to the x-intercept(s)?

Solution (a) The domain of f consists of all real numbers except −2; that is, the set
{x |x �= −2}.
(b) When x = 1, then f (1) = 1 + 1

1 + 2
= 2

3
. The point

(
1,

2

3

)
is on the graph of f ; the

↑
x = 1

point

(
1,

1

2

)
is not on the graph of f .

(c) If x = 2, then f (2) = 2 + 1

2 + 2
= 3

4
. The point

(
2,

3

4

)
is on the graph of f .

↑
x = 2

(d) If f (x) = 2, then
x + 1

x + 2
= 2. Solving for x , we find

x + 1 = 2(x + 2) = 2x + 4

x = −3

The point (−3, 2) is on the graph of f .

(e) The x-intercepts of the graph of f occur when y = 0. That is, they are the solutions
of the equation f (x) = 0. The x-intercepts are also called the real zeros or roots of the
function f .
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The real zeros of the function f (x) = x + 1

x + 2
satisfy the equation x + 1 = 0 or

x = −1. The only x-intercept is −1, so the point (−1, 0) is on the graph of f. ■

Figure 13 shows the graph of f.

NOW WORK Problems 55, 57, 59.(�3, 2)

(�1, 0)

(1, � )3
2 (2, � )4

3

y

x�8 4�6 �4 �2 2

�1

5

1

4

3

2

Figure 13 f (x) = x + 1

x − 2

6 Use Properties of Functions
One of the goals of calculus is to develop techniques for graphing functions. Here we
review some properties of functions that help obtain the graph of a function.

DEFINITION Even and Odd Functions

A function f is even if, for every number x in its domain, the number −x is also in the
domain and

f (−x) = f (x)

A function f is odd if, for every number x in its domain, the number −x is also in the
domain and

f (−x) = − f (x)

For example, f (x) = x2 is an even function since

f (−x) = (−x)2 = x2 = f (x)

Also, g(x) = x3 is an odd function since

g(−x) = (−x)3 = −x3 = −g(x)

See Figure 14 for the graph of f (x) = x2 and Figure 15 for the graph of g(x) = x3.

Notice that the graph of the even function f (x) = x2 is symmetric with respect to the
y-axis and the graph of the odd function g(x) = x3 is symmetric with respect to the origin.

NEED TO REVIEW? Symmetry of
equations is discussed in Appendix A.3,
pp. A-17 to A-18.

f (x) � x2

4

y

x�4

(1, 1)

(0, 0)

(�1, 1)

10

5

Figure 14 The function f (x) = x2 is even.
The graph of f is symmetric with respect to
the y-axis.

4�4

50

(�2, �8)

x(0, 0)

(2, 8)

y

�50

g(x) � x3

Figure 15 The function g(x) = x3 is odd.
The graph of g is symmetric with respect to
the origin.

THEOREM Graphs of Even and Odd Functions

• A function is even if and only if its graph is symmetric with respect to the y-axis.

• A function is odd if and only if its graph is symmetric with respect to the origin.

EXAMPLE 8 Identifying Even and Odd Functions

Determine whether each of the following functions is even, odd, or neither. Then
determine whether its graph is symmetric with respect to the y-axis, the origin, or neither.

(a) f (x) = x2 − 5 (b) g(x) = 4x

x2 − 5
(c) h(x) = 3

√
5x3 − 1

(d) F(x) = |x | (e) H(x) = x2 + 2x − 1

(x − 5)2




